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1. Welcome

Welcome to use the tutorials for the Mech-Mind Vision System!

Introduction to the Vision System

What is the Mech-Mind Vision System? Components of a Typical Vision-Guided Robotic
Application

Introduction to Mech-Mind’s Software Products

Approach to Deploying a Typical Vision-Guided Robotic
Application

This section introduces the basic approach to deploying a vision-guided robotic application.

@ Vision Solution Design @ Vision System Hardware Setup
@ Robot Communication Configuration @ Hand-Eye Calibration
@ Vision Project Configuration @ Picking

Getting Started Tutorials

Getting started tutorials guide beginners to deploy the first 3D vision-guided robotic application
step by step.

1.1. Introduction to the Vision System

What Is the Mech-Mind Vision System?

The Mech-Mind Vision System is a comprehensive 3D vision solution from Mech-Mind for various
industries, including automotive, logistics, supermarkets, and heavy industry. It offers a wide range
of applications such as workpiece loading, depalletizing and palletizing, locating and assembly,
piece picking, and quality inspection.

By integrating the Mech-Mind Vision System into the robot system, a complete vision-guided
robotic application can be built to guide the robot to perform intelligent tasks.

Components of a Typical Vision-Guided Robotic Application

A typical vision-guided robotic application usually consists of the robot, camera(s), industrial
personal computer (IPC), and Mech-Mind's software products.

© 2023 Mech-Mind Robotics Technologies Ltd. 1
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A robot is a programmable multi-purpose handling device with some autonomy that can
perform tasks such as movement, manipulation or positioning. In the Mech-Mind Vision
System, it performs intelligent tasks based on the results output by the vision system.

+ Arobot cell usually consists of a robot body, a controller, and a teach pendant.

+ Inindustrial applications that require a high level of automation, a programmable
logic controller (PLC) can be used to control the motion and operation of the robot. If
a higher level of control and monitoring is required, a host computer can also be used
e to perform more complex programming and control of the robot, such as path
planning, task planning, and motion control. The Mech-Mind Vision System can be
used together with the PLC and host computer.

« In this article, "robot side” is used as a generic term for the robot, PLC, or host
computer.

Camera
Itis the Mech-Eye industrial 3D camera developed by Mech-Mind, which is used to capture
image and location information of the objects.

IPC

It refers to the computer that provides the operating environment for the Mech-Mind’s software
products.

© 2023 Mech-Mind Robotics Technologies Ltd. 2
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Mech-Mind’s software products
Mech-Mind's software products perform vision processing based on image and location
information captured by the camera, and output the location and orientation of the objects and
the planned motion path of the robot, thus guiding the robots to complete intelligent tasks,
such as picking, depalletizing and palletizing, gluing, sorting, etc. The functions provided by
different Mech-Mind software vary. For details, refer to Introduction to Mech-Mind's Software
Products.

« In this article, the cameras and IPC provided by Mech-Mind, and Mech-Mind's
software products constitute the Mech-Mind Vision System.

Introduction to Mech-Mind’s Software Products

Mech-Mind's Software Products are developed by Mech-Mind and mainly include the following
software:

+ Mech-Eye Viewer
Mech-Eye Viewer allows users to adjust the parameters of the Mech-Eye industrial 3D camera

according to the characteristics of the target object, and obtain high-quality 2D images, depth
maps, and point clouds.

2D image

I Y

Camera

Depth map

+ Mech-Vision

Mech-Vision is a state-of-the-art machine vision software. With its fully graphical interface,
advanced machine vision applications such as piece picking, high-precision positioning,
assembly, industrial inspection/measurement, and automatic path planning can be completed
without writing codes.

Based on the image data captured on site, this software performs a series of vision processing
and outputs the vision results (such as the position and orientation of the target object). In
addition, based on the vision results, this software can perform collision-free path planning for
the robot, and output the planned picking path.

2D image

Pick point

Depth map
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+ Mech-Viz

Mech-Viz is a robot path planning software. It uses the information provided by Mech-Vision,
including the point clouds and workpiece positions, to intelligently plan the robot path for
picking, carrying, and palletizing and other complex application scenarios.

This software allows users to build a workflow for the robot in a visualized manner and
provides a 3D simulation function for validation before using the real robot. It has already been
adapted to most major robot brands around the world.

Pick point Robot path planning
and control

+ Mech-Center

Mech-Center is the communication hub.It functions as the fundamental communication
component for the vision system. It enables data exchange among software within the vision
system and provides standardized and customized communication with external devices, such
as robots, programmable logic controllers (PLCs), and host computers, which makes vision-
guided intelligent robotic applications possible.

© 2023 Mech-Mind Robotics Technologies Ltd. 4
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The relationship between Mech-Mind's software products is shown in the following figure.
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Integration with the Robot System

The Mech-Mind Vision System provides external communication interfaces, which allow it to
communicate and integrate with the robot, PLC or host computer within the robot system. This
enables the vision system to return the vision results or planned robot path (by Mech-Vision or
Mech-Viz) to the robot side for use.

The Mech-Mind Vision System supports the following communication modes:

© 2023 Mech-Mind Robotics Technologies Ltd.
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P> https://docs.mech-mind.net/download/video/communication/communication-modes-en.mp4
(video)

« Master-Control communication

In this mode, the vision side has control over the robot, i.e., the vision system acts as the
master device, while the robot as the slave device. The vision system sends motion or 10
commands to the robot, and the robot continuously listens to and executes these commands.
The vision system controls the robot to perform tasks based on the planned path, such as
loading or depalletizing/palletizing.

When this mode is used, the robot can be controlled by loading a master-control program to
the robot or by using the robot’s SDK (Software Development Kit). This mode supports
communication between the vision system and the robot.

* Interface communication

In this mode, the vision system does not need to take control of the robot. Typically, the robot
side acts as the master device, while the vision system is the slave device. The robot side and
the vision system use the same standard communication protocol to communicate (such TCP
socket). The robot side sends requests while the vision system processes them and sends
responses (poses and labels of the target objects) back. Depending on the request, the vision
system returns either the vision result or the planned picking path. The robot makes further
decisions or performs the appropriate tasks according to the responses returned from the
vision system.

When this mode is used, you should write the robot interface program (for communicating
with the vision system) and the robot application program (for receiving the data returned from
the vision system and controlling the robot to perform tasks), and load them to the robot. This
mode supports communication between the vision system and the robot, the PLC, or the host
computer.

For more information about the communication modes, refer to the section Communication
Basics.

1.2. Approach to Deploying a Typical Vision-Guided
Robotic Application

The following figure illustrates the basic approach to deploying a vision-guided robotic application.

ERT MMEDEMEN MR umEm o e

The following part will explain each phase of the deployment in detail.

Vision Solution Design

In the vision solution design phase, you need to complete the following tasks:

1. Select camera model
2. Select camera mounting mode
3. Select IPC model

© 2023 Mech-Mind Robotics Technologies Ltd. 6
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4. Select robot communication mode

Select Camera Model

When choosing a camera, select the appropriate model according to the working distance, field of
view and camera accuracy requirements in the actual project.

To select the appropriate camera model, follow these steps:

1. Find the appropriate camera model by checking the Camera Models topic.

2. Use the Mech-Eye Industrial 3D Camera FOV Calculator to validate whether the selected
camera can meet the project requirements.

Select Camera Mounting Mode

You can determine the camera mounting mode based on the relative position of the camera to the
robot and the needs of the overall cycle time. The following table shows two common camera
mounting modes.

Mounting mode  Eye to hand (ETH) Eye in hand (EIH)

The camera is mounted on the last
joint of the robot and moves with the
robot.

The camerais fixed on a stand

el independent of the robot.

Illustration

© 2023 Mech-Mind Robotics Technologies Ltd. 7
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+ This mounting mode allows for
flexible image-capturing positions
and angles. The camera is

+ This mounting mode allows the mounted on the robot'’s last joint
camera to capture images at a and moves and positions itself
fixed position and angle, allowing accurately with the robot, allowing
for a larger field of view. the camera to adapt to capturing

Characteristics - The robot does not need to wait images of multiple stacks; the

robot can adapt to incoming
materials with different stack
heights by raising the camera.

for the camera to capture images
while performing a task, thus
increasing productivity and
reducing cycle time. + The robot needs to wait for the
camera to capture images while
performing the task, thus
lengthening the overall cycle time.

In addition, to expand the camera’s field of view and improve the quality of the overlapped point
cloud, a project may have two or more cameras installed for one station, which is called eye to eye
(ETE).

Select IPC Model

Mech-Mind IPC provides the standard operation environment for Mech-Mind's software products
and therefore can maximize the function and performance of the software.

Please select the appropriate IPC model according to the application scenarios and technical
specifications of IPCs.

Select Robot Communication Mode

The interface communication mode is usually suitable for practical applications on the production
line, providing more flexible functionality as well as shorter cycle time. The Master-Control
communication mode is usually applied in the testing phase of a project for quick verification of
the picking effect.

For more information about the communication modes, refer to the section Communication

Basics. For more information about how to select the communication mode, refer to the section
Communication Mode Selection.

© 2023 Mech-Mind Robotics Technologies Ltd. 8
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Vision System Hardware Setup

In this phase, you need to install and connect hardware of the vision system.

For the tutorial on the vision system hardware setup, please refer to Vision System Hardware
Setup (in ETH Setup).

Robot Communication Configuration

According to the communication mode selected, you may complete different configuration in this
phase.

- If you have selected the Standard Interface communication mode in the vision solution design
phase, in this phase you need to load the robot Standard Interface program and configuration
files into the robot system, and complete the Standard Interface communication configuration.

P https://www.youtube.com/watch?v=2ERGMtWkZV8/PLVcMd7cW2rXVirAejMyVQni2dUDv8
bxje (YouTube video)

Video Tutorial: Robot Interface Configuration (Standard Interface Communication)

+ If you have selected the Master-Control communication mode in the vision solution design
phase, in this phase you need to load the robot Master-Control program and configuration files
into the robot system, and complete the Master-Control communication configuration.

P https://www.youtube.com/watch?v=jyZYv4cK090/PLVcMd7cW2rXVirAejMyVQni2dUDv8bx|
e (YouTube video)

Video Tutorial: Robot Interface Configuration (Master-Control Communication)

Hand-Eye Calibration

The hand-eye calibration establishes the transformation relationship between the camera and
robot reference frames (that is camera extrinsic parameters). With this relationship, the object
pose determined by the vision system can be transformed into that in the robot reference frame,
which guides the robot in performing its tasks.

The hand-eye calibration process may vary with the robot type, communication mode, camera
mounting mode, and the calibration data collection method. Please select the proper hand-eye

© 2023 Mech-Mind Robotics Technologies Ltd. 9


https://www.youtube.com/watch?v=2ERGMtWkZV8/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
https://www.youtube.com/watch?v=2ERGMtWkZV8/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
https://www.youtube.com/watch?v=jyZYv4cK090/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
https://www.youtube.com/watch?v=jyZYv4cK090/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
suite-software-manual:vision-calibration:select-calib-process.pdf

i o/

MECH MIND Vision System Tutorial

calibration process based on your project conditions.

Mech-Vision provides the hand-eye calibration tool, which help you complete hand-eye calibration
with ease.

Example:

P https://www.youtube.com/watch?v=w2vN5gXXJ8M/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Hand-Eye Calibration (Standard Interface Communication)

P https://www.youtube.com/watch?v=oMG6fCJFUYQ/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Hand-Eye Calibration (Master-Control Communication)

Vision Project Configuration

In this phase, you need to configure the workflow of vision processing (that is the Mech-Vision
project) to recognize and locate target objects.

Mech-Vision supports the solution library feature. The solution library provides solution or project
cases for five major application scenarios, namely workpiece loading, depalletizing and palletizing,
locating and assembly, piece picking, and quality inspection. You can use the typical cases in the
solution library as your application template to create the solution by simply following the
deployment wizard. Then, you can configure and tune the vision project by referring to Typical
Case Practices.

Alternatively, you can build the vision project from scratch by referring to Getting Started with
Solution.

In scenarios with complex recognition requirements, deep learning models will be used to assist in
recognizing objects, thus improving recognition accuracy and efficiency. You can use Mech-DLK to
train the deep learning model, and use it in the vision project for deep learning inference.

Picking

In this phase, you need to build a workflow to guide the robot to pick. The robot picking workflow
to build may vary with the communication mode.

- If you have chosen to use the Standard Interface communication mode, you can write the
robot application program for picking on the robot side, thus enabling the robot to perform
picking tasks under the guidance of vision results. The Standard Interface communication
mode can be used in three ways: using Mech-Vision for vision recognition, using Mech-Vision
for path planning, and using Mech-Viz for path planning. The robot picking workflow varies in
different ways. For detail, refer to “Build Robot Picking Workflow”.

- If you have chosen to use the Master-Control communication mode, you can build the robot
picking workflow (that is the Mech-Viz project) in a graphical manner in Mech-Viz. For details,
refer to Mech-Viz Build a Workflow.

© 2023 Mech-Mind Robotics Technologies Ltd. 10


suite-software-manual:vision-calibration:select-calib-process.pdf
https://www.youtube.com/watch?v=w2vN5qXXJ8M/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
https://www.youtube.com/watch?v=oMG6fCJFUYQ/PLVcMd7cW2rXVtrAejMyVQni2dUDv8bxje
suite-software-manual:vision-operation-guide:create-solution-from-solution-library.pdf
suite-software-manual:vision-operation-guide:create-solution-from-solution-library.pdf
suite-best-practice:ROOT:index.pdf
suite-best-practice:ROOT:index.pdf
suite-software-manual:vision-quick-facts:getting-started.pdf
suite-software-manual:vision-quick-facts:getting-started.pdf
https://docs.mech-mind.net/en/dlk-software-manual/2.5.0/quick-facts/dlk.html
suite-software-manual:viz-workflow:introduction.pdf

i o/

MECH MIND Vision System Tutorial

2. Getting Started Tutorial: Vision-Guided
Robotic Picking of Metal Parts (Master-
Control Communication)

In this tutorial, you will learn how to deploy a simple 3D vision-guided robotic application of picking
small metal parts in the Master-Control communication mode.

Application Overview

- Camera: Mech-Eye PRO M camera, mounted in eye to hand (ETH) mode
* Robot: ABB_IRB_1300_11_0_9

- Workpiece: chain links (made of metal)

For this application, you are required to prepare a model file in CAD format for the
workpiece, which will be used to generate the point cloud matching model.

+ End tool: gripper

For this application, you are required to prepare a model file in OBJ format for the gripper,
which will be used for collision detection during path planning.

- Used software: Mech-Vision 1.7.4, Mech-Viz 1.7.4, Mech-Center 1.7.4, and Mech-Eye Viewer
2.1.0

« Communication mode: Master-Control communication

- If you are using a different camera model, robot brand, or workpiece than in this example,
O please refer to the reference information provided in the corresponding steps to make
- adjustments.

How to Deploy a Vision-Guided Robotic Application?

The deployment of the vision-guided robotic application can be divided into five phases, as shown
in the figure below:

The following table describes the five phases of deploying a vision-guided robotic application.

No. Phase Description
1 Vision system Install and connect hardware of the Mech-Mind Vision System.
hardware setup
Load the robot master-control program and the configuration files
Robot Co
2 communication to the robot system and set up the communication between the
setup vision system and the robot, thus helping the Mech-Mind Vision

System obtain control over the robot.

© 2023 Mech-Mind Robotics Technologies Ltd. 11
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No. Phase Description
Perform the automatic hand-eye calibration in the eye-to-hand
Hand-eye . i . .
3 Lo setup, to establish the transformation relationship between the
calibration
camera reference frame and the robot reference frame.
4 Workpiece Use the “General Workpiece Recognition” case project to calculate
locating the workpiece poses and output the vision result.
. Use Mech-Viz to create a workflow that can guide the robot to
5 Pick and place

repeatedly pick and place workpieces.

Next, follow subsequent sections to complete the application deployment.

2.1. Vision System Hardware Setup

In this tutorial, you will learn how to build the Mech-Mind Vision System.

Follow the steps below to build the Mech-Mind Vision System: Check the contents of the package
— Install the hardware — Connect the network — Upgrade the software (optional) — Confirm
that the vision system can capture images normally.

P https://www.youtube.com/watch?v=Utnjo0I0UAU/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Vision System Hardware Setup

Check Contents of the Package

1. Make sure that the package is intact when you receive it.
2. Check the contents against the “packing list” in the package to ensure that no devices or
accessories are missing or damaged.

The following figure shows the devices and accessories included in a vision system shipment. The
table below is for reference only. Please take the “packing list” in the package as final.

© 2023 Mech-Mind Robotics Technologies Ltd. 12
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No. Category

1

5 IPC and
accessories

3

4
Camera and

5 accessories

6

7

9

10 Project
accessories

11

12

13 Packing list

Name

IPC

IPC accessories

IPC power cable and
adapter

Mech-Eye Industrial 3D
Camera

User manual

Camera accessory box
License dongle

Calibration board

Flange adapter

Camera DC power cable
(standard: 20 meters)

Camera Ethernet cable
(standard: 20 meters)

DIN rail power supply
(standard)

Vision System Tutorial

Function

Provides running environment for
Mech-Mind software

Provides IPC accessories, such as
antennas for WIFI connection

Supplies power to IPC

Captures images

Mech-Eye Industrial 3D Camera User
Manuals

Mounts the camera

Authorizes the Software Suite license
Calibrates the camera

Connects the calibration board to the
robot flange

Connects the camera and the DIN rall
power supply; Longer power cables
are an option

Connects the camera and the IPC;
longer camera Ethernet cables are an
option

Supplies power to Mech-Eye Industrial
3D Camera; The camera power
adaptor is an option

Lists all the devices and accessories
in the package

Q Contact Mech-Mind if any items are missing or damaged.

Prepare Other Materials

In this tutorial, besides the items in the package, you still need to prepare the materials shown in

the following table by yourself.

Iltem

Monitor

HDMI cable

RJ45 Ethernet cable

Function

Provides display for the IPC

Connects the monitor and the IPC

Connects the IPC and the robot controller

In this tutorial, the IPC and robot controller are directly connected through an RJ45-to-RJ45
Ethernet cable, and the IPC and the camera are directly connected through the camera
Ethernet cable. Alternatively, you can use a router to connect the IPC and the robot controller,
and the IPC and the camera, which is not covered in this topic.

© 2023 Mech-Mind Robotics Technologies Ltd.
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Install Hardware

Mount the Camera

In this tutorial, the camera is mounted on the camera mounting frame (that is the eye to hand
o (ETH) mounting mode). In addition, the camera can also be mounted onto the end terminal of
the robot (that is the eye in hand (EIH) mounting mode).

1. Get the camera mounting bolts and wrench from the camera accessory box.

2. Tighten the two bolts with the wrench as shown below.

3. Please remove the lens protection film after mounting the camera.

4. Power the camera with the DIN rail power supply.

o Connect the DC power cable:
= Connect the +V wire to the +V connectors of the 24 V output connectors;
= Connect the -V wire to the -V connectors of the 24 V output connectors;
= Connect the PE wire to the 220 V input connector (D).

o "y

@O@e® ;T'

- 4 W 5
e ;
L8 "I
24\ output connector R —

©- | o

@ @ @ I1]
Nl et Nt ‘
. . |-

220V input connector |

.

AC power cable  DC power cable

© 2023 Mech-Mind Robotics Technologies Ltd.
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5. Install the Ethernet cable of the camera.

Make sure the bump of the M12 connector and the notch of the ETH port, and tighten the nut
after plugging in the cable.

@i _____ —- About 2-mm gap

Mount the IPC

The IPC is normally mounted in the control cabinet of the robot. The environment in which the
@ IPC is mounted requires good heat dissipation, ventilation, and dust protection. It should be
mounted at a location where Ethernet cables, HDMI cable, and USB ports can be easily

w .
mounted and serviced.

To mount the IPC, follow these steps:

1. Prepare the wrench, bolts, nuts, and gaskets that are not included in the package beforehand.

2. If the robot controller is designed with mounting holes for the IPC in it, secure the IPC in the
controller: place the bolt, gasket, and nut one by one, and tighten the two bolts with a wrench,
as shown below.

Nut
Gasket
Bolt hole
Bolt
@ If the location of the robot controller is already fixed, skip this step and just place the IPC
inside the controller.

3. Connect the IPC and the monitor with the HDMI cable.

© 2023 Mech-Mind Robotics Technologies Ltd. 15
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Plug one end of the HDMI cable into the HDMI port of the monitor, and the other end into the
HDMI port of the IPC, as shown below.

VMWWV~
[
B
l

IPC HDMI cable Monitor

4. Connect the IPC to the power supply unit with the power adaptor.

Plug the power cable of the power adaptor into the power connector of the IPC. Connect the
adaptor to the power supply on the other end.

5. Insert the license dongle.
Plug the license dongle into a USB port of the IPC.

6. After the IPC is connected to the power supply, switch on the IPC.
o Ifthe IPC is started normally, the power indicator should be solid on.

o If the IPC cannot be started, contact Mech-Mind Technical Support.

Connect the Network

In this section, you will learn how to connect the network between the IPC and the camera, and
between the IPC and the robot.

In the following sections, the following IP addresses will be used for network settings. Please
adjust the network settings according to your actual network environment.

Device IP Address

Ethernet port connectingto  192.168.100.10

the camera
IPC
Ethernet port connectingto  192.168.200.10

the robot controller
Camera 192.168.100.20

Robot 192.168.200.20 (already set
on the robot)

Connect the IPC and the Camera, and the IPC and the Robot Controller

1. Plug the other end of the Ethernet cable connected to the camera into an Ethernet port of the
IPC.

© 2023 Mech-Mind Robotics Technologies Ltd. 16
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« RJ45 connector

Ethernet cable (for controller)

2. Use an RJ45-to-RJ45 Ethernet cable to plug one end into the Ethernet port of the robot

controller and the other end into an Ethernet port of the IPC.

Set the IP Addresses on the IPC

1. Select Control Panel » Network and Internet > Network and Sharing Center » Change adapter
settings on the IPC. The Network Connections page will be displayed.

2. Right-click the Ethernet port connected to the camera, and select Rename to rename the

Ethernet port, such as “To_camera”.

3. Right-click the Ethernet port connected to the camera, and select Properties to enter the

Ethernet Properties page.

4. Select the Internet Protocol Version 4 (TCP/IPv4) checkbox, and then click the [ Property |
button to enter the Internet Protocol Version 4 (TCP/IPv4) Properties page.

5. Select the Use the following IP address radio button, set the IP address parameter to
“192.168.100.10", Subnet mask to “255.255.255.0", and Default gateway to “192.168.100.1",

and then click the [ OK ] button.

© 2023 Mech-Mind Robotics Technologies Ltd.
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nternet Protocol Version 4 (TCP/IPv4) Properties X
General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically

0 Use the following IP address:

1P address: 192 . 168 . 100 . 10
Subnet mask: 255 .255.255. 0
Default gateway: 192 . 168 . 100 . 1

Obtain DNS server address automatically

O Use the following DNS server addresses:

Preferred DNS server:

Alternate DNS server:

(") validate settings upon exit Advanced. ..

oK Cancel

6. Repeat steps 2 to 5 to rename the Ethernet port connected to the robot controller (for example,
“To_robot”), and set the IP address for this Ethernet port. For example, set the IP address of
this Ethernet port to “192.168.200.10".

The IP address of the robot and that of the IPC Ethernet port connected to the robot
controller must be on the same subnet.

Set the Camera IP Address

1. Double-click @[ on the desktop of the IPC to open and run Mech-Eye Viewer.

2. Select the camera in the camera list, and hover the cursor on the camera. Click [@] to open the
Config Camera Network dialog box.

© 2023 Mech-Mind Robotics Technologies Ltd. 18
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Connect

(5 ] If the camera cannot be found or connected, please refer to Camera Troubleshooting.
3. Inthe Camera area, select the Set as Static IP radio button, set IP Address Class to “Class C

192.168.x.x", IP Address to 192.168.100.20, and Subnet Mask to “255.255.255.0" and then
click [ Apply].

ENEEIENE

TAMO3216A300YF15

Local Info

Interface .
IP Address "y

Subnet Masi M

Camera

(O Setvia DHCP (® Set as Static IP

IP Address Class Class C 192.168.x.x
IP Address
Subnet Mask

Apply

The IP address of the camera and that of the IPC Ethernet port connected to the camera
must be on the same subnet.

Test the Network Connectivity

1. Press Win + R to open the Run dialog box.

© 2023 Mech-Mind Robotics Technologies Ltd. 19
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2. Type cmd in the Run dialog box, and then click [ OK].

3. Type ping XXX.XXX.XX.XX in the command prompt window and press [ Enter] to execute the
command.

Q Replace XXX XXX XX. XX with the actual IP address of the camera/robot.

If the network connectivity is normal, you should receive the following response:

Pinging XXX .XXX.XX.XX with 32 bytes of data:

Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128

Upgrade the Software (Optional)

The IPC purchased from Mech-Mind already has the latest version of Mech-Mind software
installed.

Please check if all software on the IPC is running with the latest version. If so, skip this section; if
not, follow the sections below to update the software to the latest versions.
+ Downloading and installing Mech-Eye SDK

+ Downloading and installing Mech-Vision, Mech-Viz and Mech-Center

Confirm That the Vision System Can Capture Images Normally

After testing the network connectivity between the IPC and the camera/robot, please confirm that
the vision system can capture images normally:

1. Place workpieces at the center of the camera’s field of view (FOV), and make sure that the
workpieces on the edge and top are all within the FOV.
2. Open and start Mech-Eye Viewer by double-clicking @3 on the desktop of the IPC.

3. Select the camera in the camera list and click [ Connect].
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4. After the camera is connected, click [ Capture once].

2D Image = Depth Map  Point Cloud

5. Make sure that the captured images meet the following standard.

o 2D image: the captured 2D image is not significantly overexposed (too white to recognize
objects) or underexposed (too dark to recognize object details).

o Depth map and point cloud: All relevant parts of the object can be recognized.

Normal Overexposed Underexposed
Image “
Point
cloud
@ If the captured images do not meet the required standard, please use Mech-Eye Viewer to
e adjust camera parameters.

Up to now, you have learned how to build the vision system.

2.2. Robot Communication Setup

In this tutorial, you will learn how to load the Master-Control program files to the ABB robot and
configure the Master-Control communication.

+ In this section, you will load the robot Master-Control program and the configuration files
to the robot system to establish the communication between the vision system and the
(,) robot, thus helping the Mech-Mind Vision System obtain control over the robot.

- « If you are using the robots of other brands, you can find instructions on setting up the
Master-Control communication configuration with the desired robot from the section
Master-Control Communication.

P https://www.youtube.com/watch?v=jyZYv4cK090/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Robot Interface Configuration
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Preparation

Check the Controller and RobotWare Version

Vision System Tutorial

1. Make sure that D652 or DSQC1030 10 board has been installed on the robot controller.

2. Confirm that the RobotWare version is 6.0 or above on the teach pendant.

Manual
6700-531212

Guard Stop
Stopped (Speed 100%)

HotEdit

Inputs and Outputs
Jogging

Program Editor

Program Data

I.Bo i @I? [}0 ﬁmb S‘?

Production Window

) Log Off Default User

@ Backup and Restore
[l Calibration

}4 Control Panel

[ FlexPendant Explorer

87 Lock Screen

% System Info |.

@ Event Log

(D Restart

=\ @O Manual

()  6700-531212

%Syst&m Info

Guard Stop
Stopped (Speed 100%)

e Controller properties

Control module
0 Drive modules
© RrwAdd-Ins
0 Hardware devices
0 Software resources

- Name
6700-531212
- Serial no

6/00-!
=l
6.12.2013

Refresh

3. Confirm that the following control modules have been installed on the teach pendant.

o 623-1 Multitasking
o 616-1 PClnterface
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0 Controller properties

° System properties
° Control module

O optons 4
e Drive modules
© RrRw Add-Ins

O Hardware devices

0 Software resources

If the preceding conditions cannot be met, the vision side cannot communicate with the robot
through the master-control mode. Please contact the vendor of your robot.

Reset the Robot System

RobotWare Base
Chinese

— Manual Guard Stop
=V G‘]& D-SHMM-324 Stopped (2 of 2) (Speed 100%) x
& System Info

- Options

888-2 PROFINET Controller/Device

603-1 Absolute Accuracy
608-1 World Zones
616-1 PC Interface
| 623-1 Multitaski

709-1 DeviceNet Master/Slave

Refresh

ROB_1

Va

oy

3

After checking the software and hardware status of the controller, reset the robot system. If you
are using a new robot, skip this section.

To reset the robot system, follow these steps:

Resetting the system will restore the factory settings. Please make sure that you have
completed the backup operation.

1. On the teach pendant, go to the home page using the menu in the upper-left corner, and then

press [ Restart].

f— Manual Guard Stop m
— @I% D-SHMM-324 Stopped (Speed 100%)
kl: HotEdit g Backup and Restore
@ Inputs and Outputs [m Calibration
é Jogging ﬁ Control Panel
c;‘ Production Window @ Event Log
% Program Editor |;| FlexPendant Explorer
%:-' Program Data (5 System Info -
A Log Off Default User (D Restart I
acku| ROB_1
B 2&::0; ]/3 -\Oa

2. Press[Advanced...].

© 2023 Mech-Mind Robotics Technologies Ltd.
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E V E]O Manual Guard Stop E x

I  D-SHMM-324 Stopped (Speed 100%)

@ Restart

The controller will be restarted. The state is saved
and any changed system parameter settings will be
activated after the restart.

This operation cannot be undone.

Advanced... Restart
( . ROB_1
[ 2 (@ e 25

3. Select Reset system and then press [ Next].

=V @O Manual Guard Stop x
— [aa)]

D-SHMM-324 Stopped (Speed 100%)

@ Restart

— Advanced restart

" Restart

# Reset system

' Reset RAPID

" Revert to last auto saved

 Shutdown main computer

Next Cancel

oo Joneu | 125

4. Press [Reset system].
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E V [E]D Manual Guard Stop E x

[aa) D-SHMM-324 Stopped (Speed 100%)

@ Restart

The controller will be restarted. The current system
parameter settings and RAPID programs will be
discarded, and the original system installation
settings will be used.

This operation cannot be undone.

Advanced... Reset system
u ROB_1
[E S:;‘t‘o; ][(D Restart J 1, {_-\_e
@ Resetting the system takes 1 to 2 minutes. Resetting is completed when the home page is
e displayed again on the teach pendant.

Connect the Network

1. Connect the IPC Ethernet Cable to the X6 (WAN) port on the robot controller, as shown below.
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2. Make sure that the IP address of the ABB robot and that of the IPC are in the same subnet.

Prepare the Program Files

1. On the IPC, open the Mech-Center/Robot_Server/Robot_FullControl/abb/server
on ABB folder in the installation directory of the Mech-Vision and Mech-Viz software.

2. Copy this folder to the USB flash drive, and insert it into the computer installing the
RobotStudio software.

a RobotStudio is the simulation and offline programming software for ABB robots. This
O software can be installed on the IPC or another computer. In this example, RobotStudio
- is installed on another computer.

File description:

- "MM" folder: includes the robot program modules.
- “config”: robot configuration files.
o If the D652 10 board is used on site, you should use the D652.cfg and SYS.cfg files.

o If the DSQC1030 10 board is used on site, you should use the DSQC1030.cfg and SYS.cfg
files.
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o If neither the D652 10 board nor the DSQC1030 10 board is used on site, you should use the
ElO.cfg and SYS.cfg files.

Load the Program Files to the Robot

Open RobotStudio and Connect to the Controller

Click the Controller menu of RobotStudio, and select Add Controller > Add Controller on the toolbar.
In the prompted Add Controller dialog box, select the controller, and click the [ OK ] button.

BB vome ocking  smson | convoter | mano  acans
@ % 2 OBRY N @ @ @ ] g‘ ; 7] ?sunveyarruck’mg FIEK |
Add Release  Authenticate | Restart Backup Iy Events File FlexPendant Online Signal Analyzer Jobs | Cont " j_‘ Installation Safety | Control Opera

onts | wr Outputs Transfer Monitor niine o Manager - & Colisio jance Panel  Wind
Controle Tools Conguration vin

Add Controller

Available controllers on the network:

T Ada Controter trom Device Lt

& Start Virtual Controller...
¥ Start and connect to a virual controller.

Recent Controllers
6700531212 on ‘6700631212
Status: Avaiable
Last P: 192:168.125.1

Filter

Renota Controller

Add

Refrosh | [JShov Virtual Controllers []Login a5 Local Cliont

[OJtov Bandvidth

Obtain Write Access to the Robot
1. On the toolbar, click Request Write Access to request the write access to the teach pendant.

EILIERGET A

Home Maodeling Simulation Controller RAPID Add-Ins
@
B QO 8 OBa %t @

Add Request Release  Authenticate | Restart Backup Inputs/ Events  File FlexPendant Online
Controller - | Write Access |Write Access T T Cutputs Transfer T Manitor

Access | Controller Tools

2. Inthe prompted Request for Write Access dialog box on the teach pendant, tap [ Grant].

Load the Robot Configuration Files

1. Click the Controller menu of RobotStudio, and select Load Parameters on the toolbar. Select
the configuration files to import from the USB flash drive, select the Load parameters and
replace duplicates radio button, and then click the [ Open] button.

1% 2ThPC) USB(H) > abb > serveron ABS > config v ©  Searchconfig »
fu}

SR e

W30 Objects [ pgsacrg

< uss )

< uss )

File Name,(N): ["EI0" *SYs" ~] [configuration Files (cfg) !
=

TR CB700-205k 2 B SRRy T TO0TD = WS R State ™ Tz Eeen T
8. Ske_2.80n (Station) : 10011 - otors Of state 11/05/2022 11:21:81 _Event Log
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2. In the prompted dialog boxes, click [ Confirm].

Load parameters from the selected file(s)?

If duplicate parameters are found they will be replaced.

Confirm Cancel

Loading configuration data successful.
The changes will not take effect until the controller is
restarted.

[J Do not show this dialog again Confirm

Load the Robot Program Modules

1. Click the Controller menu of RobotStudio, and select File Transfer on the toolbar. On the left
panel of the File Transfer interface, select the “MM” folder, and then click the Transfer button
to transfer this folder to the HOME directory of the robot system.

nnnnnnnnnnnnnnnnnnnnnnnnn

........

-

Controller Bxplorar (1.3 GB fres of 1.8 GB)
] [2][# (67007823702 on” 6700623102 A0 o/6 TO0-523T02/ I <l [2][®

| S Date modified  Type Size
; @ 20171723 1. R
3102 r16 we1/1/23 1. sem
. )
s 147 D mo:
) 0 modul

LEl

a

O
=

2. Click the Controller menu of RobotStudio, and select Restart on the toolbar to restart the robot
system.

Till now, you have loaded the master-control program and the configuration files to the robot.

Test Whether Master-Control Communication Can Be Established

After the robot system has been rebooted, perform the following steps to test whether the master-
control communication can be established with the robot:

Switch the Robot to Automatic Mode

1. In the robot controller, switch the robot to the automatic mode by using the switch key.
2. In the prompted dialog box on the teach pendant, tap [ Confirm].

3. Inthe robot controller, press the motor power button to power up the robot. When the robot is
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powered on, this button is solid on.

Run the Main Program

1. On the teach pendant, move the PP of tasks T_ROB1 to main, and tap [ PP to Main].

— Auto Motors On ¥

— v % D-SHMM-324 Stopped (2 of 2) (Speed 100%) x
249 production Window : <No named program> in T_ROB1/MainModule/Main
. 2 |LOCAL VAR robtarget hometarget;

3
4+ |[PROC Main()

T_ROB1 ! *** yersion 5.2 *** |

init;

o

7 |WHILE TRUE DO
8 MM Control \branch:=1;
® || ..
10 !'! customer robot program.
1 ! hometarget := CalcRobT(*, MM tool);
safe_area [12 ! MoveJ hometarget, v1000, fine, MM t

13 |[ENDWHILE

15 [ENDPROC
Load -
p PP toMain |. Debug
23 dion s

2. In the prompted dialog box, click [ Yes].

— | : !: Auto Motors On ¥
=V =y D-SHMM-324 Stopped (2 of 2) (Speed 100%)

29 Production Window : <No named program> in T_ROB1/MainModule/Main

& This command will move PP to main in ALL
T_RO tasks.

Do you want to proceed?

[ tool) ;
safe_4 e, MM t
Yes No
-~
ll,"r:gdm " PP to Main Debug
23 Yondon™ g

3. Press the run button on the right of the teach pendant.
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E v @O Auto

] D-SHMM-324

#i'lproduction Window : <No named

Motors On ¥
Running (2 of 2) (Speed 100%) X

program> in T_ROB1/motion_control/exec_motion

I@ 112|

IF MM trajectory{MM pointer}.moti

Create a Mech-Viz Project

1. Open Mech-Viz, select File >» New Project.

138 WaitTime 0.05;
114 RETURN ;
T_ROB1 115 ENDIF
116 next point := MM trajectory{MM po
117 MM trajectory{MM pointer}.motion_
118 MM pointer := get next pointer (MM
I@ 119 IF next point.motion_id <> 0 THEN
120 motion id header := get next
121 motion id buffer{motion id he
safe_area 122 ENDIF o o
123 IF (next point.acc <> current_acc
124 current_acc.acc = next_point
125 AccSet current acc.acc, curre
ot PP to Main Debug
Program...
[ ot | B

File(F) View(V) Display(D) Tools(T) Settings( Help(H)

[ New Project Ctrl+N

Bxec State Reconnect = 5ync Ro

« [ Open Project Ctrl+0

Ctrl+5

Save Project to JSON

Save Project As... Ctrl+Shift+S

Close Project Ctrl+W

[ Exit Ctrl+Q

2. Set Brand to "ABB’, select the robot model “ABB_IRB_1300_11_0_9" on the right panel, and then

click [ Select ].

New Project

Q

Brand | ABB -

Payload (kg) H 1000

Reach (mm) 3 8 2200

Online robat library

© 2023 Mech-Mind Robotics Technologies Ltd.

ABB_IRB_1200.7 0 7

30



i o/

MECH MIND Vision System Tutorial

3. Press Ctrl + S, create a new folder named “Viz_Workpiece_Pick&Place”, select it, and then click
[Select folder].

Save Project X
& v > ThisPC > DATA (D:) > Mech-Mind ~ @) Search Mech-Mind P
Organize ~ New folder = - (7]
~
n Videos Name Date modified Type Size
Screenshots Mech-Mind Software Suite-1.7.0-a2-dev-..  27/02/2023 19:29 File folder
Japanese models 17/05/2023 15:21 File folder
images Viz_Workpiece_Pick&Place 27/05/2023 16:53 File folder
Mech-Mind
~ [l This PC

> G Local Disk (C)

>  wm DATA (D7)

Folder: Viz_Workpiece_Pick&Place

Select Folder Cancel

After the Mech-Viz project is saved successfully, in the Resources panel, the project name is
displayed as “Viz_Workpiece_Pick&Place”.

4. Right-click the project name, and select Autoload project checkbox.

Simulate ® Keep Last Exec State Reconnect &7 Sync Robot

Resources *

E m Viz_Workpiece_Pick&Place 55 Open Project Folder

I Robot ABB_IRB_1300_11... ¥ Autoload Project

. [® Back Up Current Project
E #% Reference frames

1. For the robot motion safety, on the toolbar, set Vel. (velocity) and Acc. (acceleration) to a small
value, such as 5%.

£ Sync Robot & Operator Mode AttemptCount  Model Editor  Vel.

2. Press Ctrl + S to save the project.

Configure Master-Control Communication Settings on Mech-Center

1. Open Mech-Center, select Deployment Settings » Robot Server, and then select Enable Robot
Server checkbox.

2. Make sure that the robot model matches the real robot, set Robot IP to the IP address of the
real robot, and then click [ Save].
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Deployment Settings X

rc/main.py

Robot 1P 0 5 0

Robot Server

RobotServer Program Folder

Mech-Interface

Cancel

Connect to the Robot

In Mech-Center, click Connect Robot @ on the toolbar.

- If the robot is successfully connected, a robot icon with the robot model will be displayed in the
Service Status bar, and the corresponding message is printed in the Log panel.

- If the connection fails, please check if any of the operations so far was incorrect.
Move the Robot

1. In Mech-Viz, click Sync Robot in the toolbar to synchronize the pose of the simulated robot to
that of the real robot. Then, click Sync Robot again to disable the synchronization.

Simulate &) Keep Last Exec State Reconnect 7 Sync Robot ®. Operator Mode

2. On the Robot tab, change the joint position of J1 slightly (for example, from 0° to 3°). The
simulated robot will move accordingly.
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L‘;Rmbmtllbrary Set soft limits

Mation of real robot

Joint positions TCP  Robot features

@ Edit JPs

Set robot home paosition Move simulated robot to home position

Workflow Robot Callisions Plan history Others Log

3. Click [ Move real robot].

L Rabot library Set soft limits

Motion of real robot

When moving the robot, please ensure the safety of personnel. In the case of an
emergency, press the emergency stop button on the teach pendant!

If you observe that the real robot moves to the pose of the simulated robot, the master-control
communication has been established successfully.

2.3. Hand-Eye Calibration

In this tutorial, you will perform the automatic hand-eye calibration in the eye-to-hand setup.

The hand-eye calibration establishes the transformation relationship between the camera
and robot reference frames (that is camera extrinsic parameters). With this relationship, the
object pose determined by the vision system can be transformed into that in the robot
reference frame, which guides the robot in performing its tasks.

P https://www.youtube.com/watch?v=oMG6fCJFUYQ/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Hand-Eye Calibration (Master-Control)

Preparation before Calibration

In this section, you will mount the calibration board, adjust the camera parameters, and complete
the pre-calibration configuration.
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Mount the Calibration Board

0 In the eye-to-hand setup, the calibration board needs to be mounted to the robot flange
adapter.

Follow these steps:

1. Take the calibration board and flange adapter out of the system delivery package.
2. Use screws, gaskets, and nuts to fasten the flange adapter to the flange adapter.

3. Use screws, gaskets, and nuts to secure the calibration board to the flange adapter.
4.

After mounting the calibration board, move the robot to the top of the lowest workpiece in the
work area and into the camera’s field of view (FOV).

Adjust Camera Parameters

1. In Mech-Eye Viewer, connect to the camera, and then set Parameter Group to “calib”.

Visibility | Beginner

Parameter Group

calib

2. Adjust the 2D parameters to make sure that the 2D image of the calibration board is clear and
neither overexposed nor underexposed.

3. Adjust 3D parameters to make sure that the obtained point clouds of the circles on the
calibration board are complete and have clear contours. It is recommended to set the Surface
Smoothing and Outlier Removal parameters of Point Cloud Processing to Normal to reduce
point cloud fluctuation.

Normal Overexposed Underexposed
2D

image

Point
cloud

Create a Mech-Vision Project and Save It

1. Open Mech-Vision. If the Welcome interface as shown below is displayed, it indicates that
Mech-Vision is started successfully.
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Welcome to Mech-Vision

Create from
Open solution Open project s New blank solution
library

Recently used

=|7| user Manuat  (3)

2. In the Welcome interface of Mech-Vision, click [ Create from solution library] to open the
Solution Library.

Create from solution

lib New blank solution
ibrary

Open solution Open project

The Solution Library is a resource library that provides typical solutions or projects (with
sample data) from various application scenarios.

3. Select the General Workpiece Recognition project from the Solution Library.

< Solution Library ?
&) Palletizing & Depalletizing @ Locating & Assembly 5] Piece Picking 53 Quality Inspection

Full Partition Gener piece Picking

(r') If you cannot find this project in the Solution Library, click [ More ] at the bottom of the
> Solution Library interface.

4. After this project is selected, the information introducing this project will be displayed on the
lower part of the Solution Library interface. Set the solution name and path, and then click
[Create].
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Welcome to Mech-Vision

< Solution Library ?

) Palletizing & Depalletizing @ Locating & Assembly  [2 Piece Picking 53 Quality Inspection

General Workpiece Recognition
Regular w r g ked and scattered.
The entire kpiece recognition, pose adjustment, and result output.

For w ding in autom: truction machin: el, etc

Solution name ork| o¢ Path | D:/Mech-Mind/ jece_Recognition

After the project is created, the created solution and project will be displayed in the project list
in the upper-left corner of the Mech-Vision main interface.

o Asolution is a set of configurations and data related to robots and robot
communication, vision processing, path planning, etc. that are required for the

o machine vision application.
o A project is a workflow of vision processing in the solution. Normally, a solution only
contains one project, but it may contain more than one project in complex
application scenarios. In this tutorial, the solution requires only one project.

Project List '?
General_ Workpiece_Recogniztion

T} General Warkpiece Recognition

In the Graphical Programming Workspace of the main interface, the workflow of the “General
Workpiece Recognition” project will be displayed.

<Image/Depth> <Image/Color>
Camera Depth Image  Camera Color Image

<Poselists | <Cloud(XYZ-RGB)>  <Stringlist>

Poses ScenePoint Cloud  Labels

<Poselist->
pickBoxPoses | pict
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5. On the menu bar, select File » Save Solution.

File(F) Edit(E) View(V) Robot and Commnunication(R) Camera(C)

i ﬂ MNew Solution Ctrl+5hift+N

MNew Project Ctrl+N
Create from Solution Library
] B Open Solution

Open Project

Open Recent...

Open Executable File In Explorer

Save Solution Ctrl+5Shift+5

Save Project Ctrl+5

Save Project To JSON

Save Project As

Close Solution

Exit Ctrl+Q

ke J

Pre-calibration Configuration

1. In Mech-Vision, click the [ Camera Calibration (Standard) ] button on the toolbar. The
Configuration before Calibration window will be prompted.

2. In the Select how to calibrate window, select the New calibration radio button, and then click
the [ Next] button.

© 2023 Mech-Mind Robotics Technologies Ltd.
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Select how to calibrate:

Mew calibration

Load calibration parameters

Cancel

3. Inthe Select calibration task window, select Hand-eye calibration for listed robot from the
drop-down list box, and click the [ Select robot model ] button.

Select calibration task:

Hand-eye calibration for listed robot

Select robot model

4. Click the Brand dropdown box, and select “ABB”". Then, at the right panel, select model
“ABB_IRB_1300_11_0_9", click the [ Select] button, and then click the [ Next ] button.
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ABB_IRB_1300_10_1_15
]

5. In the Select camera setup window, select the Eye to hand radio button, and then click the
[ Next] button.

Select camera setup:

Eye to hand Eye in hand

Eye to eye

6. In the Calibration method and robot control window, select Automatic and Master-control,
and then click the [ Next ] button.
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Calibration method and robot control:

Automatic - Master-control

Cancel

7. Inthe Communication Settings window, set the Robot IP address parameter to the real robot's
IP address.
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Set IP address

Robot IP address

Robot integration

Robot program folder

Connect the robot

Cancel

8. On the robot teach pendant, confirm that the MM main program has been started.

9. Return to Mech-Vision, and click the [ Connect the robot ] button in the Connect the robot area.
The button will turn into Waiting for the robot to connect...

10. Wait until the “Connected” status message is displayed in the Connect the robot area, and then
click the [ Calibrate ] button. The Calibration (Eye to hand) window will be prompted.

Calibration Procedure

Connect to a Camera

1. Inthe Connect to Camera step, find the camera to connect in the Detected Cameras list, and
click the g button.

Detected cameras
Connect to camera -
Camera ID

* Mech-Eye DEEP

IP: 192.168.20.92

* Mech-Eye LSR_L
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2. After the camera is connected, click the [ Capture once] or [ Capture live ] button.

3. Inthe right Image viewer panel, ensure that the captured 2D image and depth map meet the
calibration requirements and click the [ Next] button on the bottom bar.

- If the captured image does not meet the calibration requirements, you need to open the
O Mech-Eye Viewer software to adjust the 2D and 3D exposure parameters and re-capture
- images.

Mount the Calibration Board

1. In the Mount calibration board step, select the Standard radio button and select the calibration
board model according to its model nameplate in the 1. Select calibration board type area.

2. Make sure that the calibration board has been attached to the robot flange securely, and then
click the [ Confirm] button in the 2. Mount calibration board area.

3. Confirm that the calibration board is in the center of the camera’s field of view (the red
rectangle), and then click the [ Confirm ] button in the 3. Position calibration board into red
rectangle area.

1. Select calibration board model 2

Connect to camera
Standard

Custom

Mount calibration beard

2. Mount calibration board

Confirm that the calibration board has been mounted
properly.

3. Position calibration board into red rectangle

e the calibration board is in the red rectangle
in the image on the right.

4. After all the operations related to the calibration board are completed, click the [ Next ] button
on the bottom bar.

Check Intrinsic Parameters

1. In the Check intrinsic parameters step, click the [ Start checking ] button.

Check intrinsic parameters | ?

Connect to camera
Start checking
Mo result yet.

Mount calibration board Draw an aid circle

= Calibration circle detection parameters (advanced)

Check intrinsic parameters
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2. Confirm that the camera intrinsic parameters check passes, and then click the [ Next] button
on the bottom bar.

Intrinsic parameter checking result

(r) If the camera intrinsic parameter check fails, adjust detection parameters by drawing aid
> circles or manually adjusting the calibration circle detection parameters.

Set Robot Path

1. In the Set robot path step, specify the Height span parameter. Please set this parameter
according to the working distance range of the calibration board in the camera height
direction.

1. Calibration pose height range

Connect to camera
Height span 500mm

2. 5et robot path
Mount calibration board
Path type
— Auto-ali o carners frame (9
Check intrinsic parameters Auto-align path to camera frame | 7

Auto-align the path
Pyramid
Set robot path
Height span  500mm Num of layers 5

X 400mm ¥ 400mm

X 400mm ¥ 400mm

Rotation

Rotation angle

Confirm

2. Set the Path type to ToHand, specify the pyramid parameters Height span, Num of layers,
Bottom-layer dimensions X/Y, Top-layer dimensions X/Y, and Motion grid cols and rows per
layer, specify the satellite parameter Rotation angle, and then click the [ Confirm ] button.

(5 ] The set robot path should cover the work area.

3. Inthe right Scene Viewer panel, confirm that the waypoints of the automatically generated
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motion path will not collide with obstacles in the environment, and then click the [ Next ]
button.

Collect Images and Poses

1. In the Collect images and poses step, select the Save images checkbox.

Collect calibration board images and flange poses | ?

Connect to camera

Robot status

Robot name ABE [RB_120_3 0_6
Mount calibration board ~
Stop robot Move real robot

Sync with real robot * Details

Check intrinsic parameters

Set robot path

- - Save images
5 Collect images and poses :

Auto move robot along path and capture images

Manually add more images

2. Click the [ Control robot to auto move along path and capture images ] button.

3. Read the safety window carefully and click the [ OK] button.

Calibration

ver and ensure

l.:'l_l-_'-h the E

Cancel

4. Wait until the robot finishes moving along the preset path and the camera finishes capturing
images on all waypoints. Captured images can be seen in the right Marker Image and Pose
List panel during this process.

5. After the automatic image capturing finishes, click the [ OK ] button, and then click the [ Next]
button on the bottom bar.

Calibration
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Calculate Camera Parameters

1. Inthe Calculate camera parameters window, click the [ Calculate camera extrinsic
parameters | button.

Check intrinsic parameters | ?

Connect to Camera

Check Camera Intrinsic Parameters

Currently check camera internal parameters

Mount Calibration Board Draw aid circle

~ Edit Feature Detection Parameters (Advanced)

Check Camera Intrinsic Parameters

2. In the prompted window indicating calibration success, click the [ OK] button.

3. View the calibration error of the point cloud in the right Point cloud viewer panel.

@ The error point cloud shows the deviation between the calculated value and the actual

o/ value of the circles on the calibration board.

4. Confirm that the calibration accuracy meets the project requirements.

Determine the error value with 100% to obtain the rough calibration accuracy. For example, the
calibration accuracy in the following figure is within 2.5 mm.

image fon circle info  Point cloud viewer  Scene viewer

To improve the calibration accuracy, please refer to the section Calibration Result Check and
Analysis.
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Validate and Save the Calibration Result

1. After calibration, move the robot arms into the FOV of the camera.

2. In the Calculate camera parameters step, click the [ Re-calculate camera extrinsic
parameters ] button. This operation triggers the camera to capture images.

3. Click Scene viewer to check the coincidence degree between the point cloud of the robot and
the robot model.

If the point cloud of the robot approximately coincides with the robot model, the calibration is
successful.

4. Click the [ Save] button on the bottom bar. In the prompted Save Calibration Files dialog box,
click the [ OK ] button. The camera calibration result will be automatically saved in the
“calibration” directory of the project.

2.4. Workpiece Locating

Before using this tutorial, you should have created a Mech-Vision solution using the “General
Workpiece Recognition” case project in the “Create a Mech-Vision Project and Save It" section.

In this tutorial, you will first learn the project workflow, and then deploy the project by adjusting the
Step parameters to recognize the workpiece poses and output the vision result.

- In this tutorial, you will need to convert the model file of the workpiece in the CAD format into
O a point cloud matching model. Since it takes a long time to prepare the CAD model file, you
- are recommended to prepare the CAD model file of the workpiece before using this tutorial.

P https://www.youtube.com/watch?v=D30n5xx14F4/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Workpiece Locating

Introduction to the Project Workflow

The following table describes each Step in the project workflow.
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No. Phase Step Image Description
. Capture Images Connect to the camera
T Capture images .
from Camera and capture images
Comae Depthmage Comer Colo mage Use 3D matching
5 Recognize 3D Workpiece Rt IR o(gorithms to calculate
workpieces Recognition the workpieces’ poses
ARl (50 pick points)
<PoseList>
Unnamed .
dhoct Poces (1 Transform the pick
: . IR SIR noints from the camera
3 Adjust poses Adjust poses
reference frame to the
robot reference frame
<Poselist>
Unnamed
. Output the workpieces'’
Output the vision
4 P Procedure Out poses for the robot to
result .
pick
(5 ] A pick point refers to a point on the workpiece on which the robot can pick the object.

Adjust Step Parameters

In this section, you will deploy the project by adjusting the parameters of each Step.

Capture Images from Camera

You should adjust the parameters of the “Capture Images from Camera” Step to connect to the

camera.

1. Select the “Capture Images from Camera” Step, and click [ Select camera] on the Step

parameters tab.
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Step Parameters

Step Name Capture Images from Camera_1

p Execution Flags
¥ (Camera Settings
v Camera Type Mech-Eye

Virtual Mode @

Camera D

Camera Calibration Parameters
IP &ddress
Port

Timeout

Max Capture Attermnpts

Robot Service Name in Mech-Center

2. Inthe pop-up window, click [ on the right of the camera serial No. to connect the camera.
After the camera is connected, the icon [l will turn into B

Import parameters
Detected cameras
Camera |D Calibration Parameter Group

* External2D EBUSCamera

OAA302228A403Y D2 Mot Connected
* Mech-Eye DEEP

QAA302228A403YD21 Mot Connected

QAA30229A403Y D29 Mot Connected
* Mech-Eye Deep

Mot Connected

Mot Connected

* Mech-Eye LSE_L

WAASDZITA Mot Connected
* Mech-Eye LSR_5

VAADS22AA403YD13 Mot Connected

© 2023 Mech-Mind Robotics Technologies Ltd. 48



i o/

MECH MIND Vision System Tutorial

After the camera is connected, select the parameter group. Click [ Select from ] and select the
displayed parameter group.
Import parameters
Detected cameras

Carnera D Calibration Parameter Group
T WIELTN-CYE Ld»er

WAM3021BA3 10073 Mot Connected
* Mech-Eye LaserEnhanced
WUM152064300YF Mot Connected

* Mech-Eye Logh

(5] NAC20215A300502

* Mech-Eye Mano
TAMO3216A300YF15 Mot Connected
TAMOGZ2128A3020706 Mot Connected
* Mech-Eye PRO_M
MEM20225A403YD2 Mot Connected
MEM20229A4030019 Mot Connected

* Mech-Eye ProLEnhanced

3. After the camera is connected and the parameter group is selected, the calibration parameter
group, IP address, and ports of the camera will be obtained automatically. Just keep the
default settings of the other parameters.
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Step Parameters

Step Mame Capture Images from Carnera_1

» Execution Flags
¥ Camera Settings
v Camera Type Mech-Eye

Virtual Mode W

Camera D

Camera Calibration Param...
IP Address
Port

Timeout

Max Capture Attempts

Robot Service Mame in Mech-Cen...

Now, you have connected the software to the camera.

3D Workpiece Recognition

The “3D Workpiece Recognition” Step has integrated a 3D Workpiece Recognition visualized
configurator, which provides point cloud preprocessing, model-based matching, and pose (pick
point) calculation.

Select the "3D Workpiece Recognition” Step, and click [ Open an Editor] on the Step parameters
tab.

¥ Configuration
Config File Path
Procedure File Path

Oml Path wp_reg/SuperStepEditWidget.qml | 53| 2

(@ Open an Editor

Select workpiece

The 3D Workpiece Recognition visualized configurator is shown below.
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Workpieces Select workpiece

No workpiece

Please click the button in right corner to select at

Then follow the procedure to recognize workpieces.

Select Workpiece

After entering the 3D Workpiece Recognition visualized configurator, you need to make the point
cloud model for the workpieces to recognize.

1. Open the Model Editor.

On the upper part of the 3D Workpiece Recognition visualized configurator. click [ Select
workpiece ].

i’ Select one or more workpiece point cloud models from the
Maodel Editor for recognition.

orkpieces Select workpiece

In the pop-up Workpiece Library window, click [ Model Editor].
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Workpiece Library

Select workpiece /2

No workpiece

Please go to the Model Editor to make a workpiece model.

The following figure shows the Model Editor.

Add model

Capture point cloud
Import CAD file

Import point cloud

2. Import the CAD file.
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On the Matching Model and Pick Point Editor interface, click [ Import CAD file].

Add model Egﬂ m ’7‘

Capture point cloud

Import CAD file
ort point clout

Import the prepared workpiece model in STL format, select the unit of measurement of the
model object with which the workpiece was created, and click [ OK].

Please select the unit according to the actual (approximate) dimensions of the model object.
® 0.15*0.06*0.03m
() 0.15*0.06*0.03 mm

Cancel

After the CAD file is imported, it will be displayed in the visualization area of the Matching
Model and Pick Point Editor interface.

¥ v 2] 2

3. Use the CAD file to make the point cloud model.
On the left resource list of the Matching Model and Pick Point Editor interface, select the CAD

file, and click the [ button on the toolbar. Then, set the sampling interval on the prompted
window to generate the point cloud outside the exterior surface of the CAD model.
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1 Chain Links

B9 Chain Links

Dimensions (mm) X: 150,00 Y: 60.0

Debug settings

O Show boundin g box

# Sampling Interval X

[ ] 1.00mm =

4. View the generated point cloud model.

The point cloud model generated based on the CAD file will be displayed in the resource list.

Resource list Add model

Model files

Sampled

Select the point cloud model file and you will see the point cloud model in the visualization
area of the Matching Model and Pick Point Editor interface.
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Addmndve\ :-

5. Add a pick point.

Click the [ button on the toolbar to add a pose as a pick point to the point cloud model of the
workpiece.

6. Save the model and the pick point.

Close the Matching Model and Pick Point Editor, and click [ Yes ] in the pop-up window.
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O Save all when exiting?

Cancel

7. Select this workpiece from the Workpiece Library.

After closing the Matching Model and Pick Point Editor, select the saved point cloud model of
the workpiece, and click [ OK].

Workpiece Library
Select workpiece 2 Model Editor
¥ Sampled

Model point count 1=

Cancel

Subsequently, the target workpiece to recognize is displayed in the upper-right corner of the 3D
Workpiece Recognition visualized configurator.
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Select workpiece Preprocessing Recognition

i’ Select one or more workpiece point cloud models from the
Model Editor for recognition.

Workpieces Select workpiece

Sampled

Surface matching

Now, you have selected the workpiece. Click [ Next] on the bottom of the 3D Workpiece
Recognition visualized configurator.

Preprocessing

Preprocessing is used to set an effective region for recognition to exclude the point cloud of
unnecessary parts and keep only the point cloud of the workpiece, thus improving recognition

efficiency.

The following figure displays the Preprocessing interface.
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Select workpiec

Set region for recognition

Region of interest (3D ROI)

1. Set the region for recognition.

Click [ Settings].
Set region for recognition

Region of interest (3D ROI)

Run Step (Shift+R)

Mumber of recognized poses: == Cycle time: == ms

In visualized interface, set the region for recognition (3D ROI). Press and hold the Ctrl key,
select the vertices of the 3D ROI, and drag the 3D ROI to the proper size. The following figure
displays the set 3D ROI.

Aelelels Ba_.ii%'{?b'e-#;dj_ﬂate System
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2. Save the region for recognition.

Click [ Save and apply ] to save the region for recognition.

Set region for recognition

Region of interest (3D ROI)

Save and apply

3D ROI settings

Now, you have finished the preprocessing procedure. Click [ Next ] on the bottom of the 3D
Workpiece Recognition visualized configurator to enter the recognition procedure.

uctions | ?

Recognize workpieces

In this procedure, you can adjust the 3D matching related parameters in a visualized manner, and
output the workpieces’ poses.

The following figure displays the Recognition interface.

Select workpiece Recognition

Assist processi

3D matching

[X-Axis: red; Y-Axis: green; Z-Axis: blue

Finish

1. Since this project needs to recognize a maximum of five workpieces, set the Output count
upper limit to 5.
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3D matching confidence threshold (2

9 0.300

Output count upper limit | ?

Run project (Ctrl+R)

2. View the visualized output result.

Click [Run Step].

Output count upper limit | 2

Run project (Ctrl+R)

Mumber of recognized poses: 0 Cycle time: 969.666 ms

You can view the visualized output result in the visualized area. As the figure below, the poses
of four workpieces are output.

3. Save the configuration.

Click the [ Finish] button on the bottom of the 3D Workpiece Recognition visualized
configurator.
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In the pop-up window, click [ Save].

O Save the configurations of workpiece "Sampled” befor

Now, you have recognized the workpiece and calculated its pick point.

Adjust poses

The pick points output by the “3D Workpiece Recognition” Step is in the camera reference frame.
To facilitate robot picking, you need to adjust the workpieces’ poses to transform them from the
camera reference frame to the robot reference frame.

1. Open the pose editor.

Select the “Adjust Poses” Step, and click [ Open pose editor] on the Step Parameters tab.

Step Paramneters

Step Mame
Execution Flags

. en pose editor
Operations

The following figure shows the pose editor.

Pose Step Editor - a X

2 Adju:

Effect: | Align

Preset edit mode

2. Adjust the reference frame.
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In the upper-left corner of the pose editor, set Effect to Camera_To_Robot.

1. Transform Type

Effect: Camera_To Robot -

3. View the reference frame transformation result.

On the bottom of the pose editor, click the [ Run] button.

Preset edit mode

You can see the transformed pick points in the Scene Viewer of the pose editor.

4. Save the configuration.

Close the pose editor, and click [ Save ] in the pop-up window.
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Discard

Now, the reference frame of the pick points has been transformed.

Procedure Out

The “Procedure Out” Step sends the results of the current project to the backend service.

Up to now, you have deployed the Mech-Vision project.

2.5. Pick and Place

After having obtained the poses of workpieces using a Mech-Vision case project, you can then
build a workflow for the Mech-Viz project to guide the robot to repeatedly pick and place
workpieces.

(r) In this tutorial, the model file of the end tool in the OBJ format is required for collision

o detection. Please prepare the OBJ model file of the end tool before using this tutorial.

P https://www.youtube.com/watch?v=at95d0GIRcg/PLVeMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video tutorial: Perform Picking

The following figure shows the workflow to build.

Configure the Robot and Scene

To avoid collision with surrounding objects during robot picking and placing, you should add the
tool model, scene model, and bin models to the project for collision detection.

Import and Configure the Tool Model

(5 ] Tool refers to the device mounted on the robot end that performs processing/picking jobs.

The end tool should be imported and configured so that its model can be displayed in the 3D
simulation space and used for collision detection.

Import the Tool Model

1. Click [+] in Resources » Model Library.
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B ™ Model library

H DAE

M OBJ

Project resources refer to various basic resources used in the project, including the robot,
tools, workpieces, and scene objects.

2. In the prompted window, select the collision model file in .obj format, and then click [ Open ].

Import 3D Models
& R « model_library > OBJ ~ C Search OB R
Organize ~ New folder

Screenshots Name

Japanese (] gripper
images

Mech-Mind

v [ This PC
> = Local Disk (C)

== DATA (D:)

& Network
3D Models (~DAE *0B) *STL)

Open Cancel

File name: |gripper

3. After the model is imported, you can see the imported model in the model library.

B M Model library

H DAE

B & OB

= gripper.obj
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Configure the Tool

1. Click [+] in Resources > Tools.

* Scene object frame

M Tools

B # Workobjects

3 Default

2. In the prompted window, enter the tool name, select the imported tool model as the collision
model and visualization model, and then click [ OK].

© 2023 Mech-Mind Robotics Technologies Ltd. 65



i o/

MECH MIND

Tool type

cion model
Visualization model
Rotational symmetry

Mumber of folds

Symmetry angle: 13

Regular tool

gripper.ohj

gripper.ohbj

Mone M-fold

2

Update TCP from robot

0.000mm

00rmm

270.000mm

Euler angles

ABB

Z(E)

¥ (EY)

X" (EX)

Quaternion

Circular

0°. Mum of attempts: 2.

TCP calibration

Pose tool

Vision System Tutorial

@ Edit pose

Rotation

Cancel

3. After the tool is configured, you can view the configured tool in the 3D simulation space, as

shown below.
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Adjust the Tool

As shown above, the position of the Tool Center Point (TCP) in relation to the robot is obviously
wrong. So, you should adjust the position of the TCP so that it is at the tip of the tool.

1. Double-click the tool model in the model library.
E M Tools
P 0. Tep

B # Workobjects

2. In the prompted windows, adjust the settings as shown below.

3. The poses of the tool before and after fitting are shown below.
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Import and Configure the Scene Model

Scene objects are imported and configured to make the scene in the software closer to the real
scenario, which facilitates the planning of the collision-free robot motion path.

Import the Scene Model

1. Click [+] in Resources » Model Library.

B ® Model library

4 DAE

B & OBJ

2. In the prompted window, select the scene object model file, and then click [ Open .

Import 3D Models X
&« ~ N « model_library > STL ~ @] Search STL p
Organize = New folder = - [ o
Screenshots Name Date modified Type Size
Japanese D scene object model STL 28/05/2023 17:13 STL File 64 407
images
Mech-Mind

~ Il This PC

> S Local Disk (C)

> wm DATA (D)

> ¥ Network

File name: | scene object model.STL V‘ 3D Models (*DAE *.0B) *5TL)

3. After the model is imported, you can see the imported model in the model library.
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B ™ Model library

B DAE

B & OBl
(9 gripper.obj

B B sTL

B scene object model.STL

Configure the Scene Model

1. Click [+]in Resources » Scene Objects.

Floor

#& Scene objects

B M Model library

2. In the prompted window, enter the object name, select “Custom model” as the “Scene model”,
select the imported scene object model as the collision model and visualization model, and
then click [ OK].
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Object Settings  Object Pose

Object narme

SCEME
Scene model

Custormn muodel
Collision Model

scene object model. STL
Yizualization Model

scene object model 5TL

*  |nwvolve in collision detection

+ PModel selectable

3. After configuration, the scene object is displayed in the 3D simulation space.
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Add and Configure the Bin Models
1. Add the "picking bin” model.

Click [+] in Resources » Scene Objects.

Ela Floor

C] &b Scene objects

oL SCene

In the prompted window, set the “Object name” parameter to “picking bin”, and the “Scene
model” parameter to “Bin”. Then set the “Object dimensions” parameter according to the
measured size of the real bin, and then click [ OK].

Object Settings Object Pose  Bin Settings

Object name
picking bin
Scene model

Bin

Object dimensions

A30.000mm

330.000mm

Thickness 2.000mm

*| Involve in collision detection

+  Model selectable

Cancel

After configuration, the “picking bin” model is displayed in the 3D simulation space.

© 2023 Mech-Mind Robotics Technologies Ltd. 71



i o/

MECH MIND Vision System Tutorial

2. Adjust the “picking bin” model.

To determine the position of the real bin, you can run the Mech-Vision project to send the point
cloud of the real bin to Mech-Viz. Then, you can adjust the pose of the “picking bin” based on
the point cloud position of the real bin.

Press the Ctrl key and press the left mouse button to drag the “picking bin” model to coincide
with the point cloud position of the real bin. The position of the “picking bin” model after
adjustment is shown below.

3. Add and adjust the “placing bin” model.

Use the same method to add and adjust the “placing bin” model, as shown below.
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So far, you have added all the resources required by the Mech-Viz project.

Create a Workflow

Now that you have configured the models, you can start creating a workflow. Drag a step from the
step library to the graphical programming workspace, set the parameters of the Steps, and
connect Steps to achieve preset program functions.

+ The workflow refers to the robot motion control program created in Mech-Viz in the form

0 of a flowchart.

+ A Step refers to a function module of robot programming.

Introduction to the Project Workflow

The created workflow is shown below.
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The created workflow can achieve the picking and placing as shown below.

adt Wit i
-

£7
- B e T B
Define the “Home Position”

w

The home position is the starting point of the robot movement and should also be a safe position.
At this point, the robot should be away from the objects to pick and the surrounding devices, and
should not block the camera’s FOV.

After the robot arrives at the self-defined home position, select Fixed-Point Move in the Step
Library, and drag it to the graphical programming workspace, rename it as “initial pose”. Then click
[ Sync Robot] on the toolbar to record the current pose of the robot for this Step.

initial pose

o P Move-Type Step Common Parameters
p HeldW

\nitial pose )

¥ Smart Obstacle Avoidance

99 Relative Move Obstacle Av...  Disabled
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Trigger the Camera to Capture Images

Step Vision Look
Description Start the Mech-Vision project to obtain the vision recognition result.
. Find the "Vision Look” Step in the Step Library, and drag it to the graphical
Operation X
programming workspace.
g:[r:rr%ester Select General_Workpiece_Recognition from the Vision Name drop-down list.
Image Vision Mame General_Workpiece Recognition =

After the "Vision Look” Step, add the Check Look Step to check whether there is any vision result.

Step Check Look
Description Check whether there is any vision result.
0 ) Find the “Check Look” Step in the Step Library, and drag it to the graphical
peration .
programming workspace.
Parameter .
Settings Keep the default parameter settings.

Move the Robot to the Approach Waypoint

After obtaining the vision recognition result, you can then use the Relative Move step to move the
robot to the approach waypoint.

Step Relative Move
Description The robot moves according to the vision recognition result.
. Find the "Relative Move” Step in the Step Library, drag it to the graphical
Operation ) . P S
programming workspace, and rename it as “approach waypoint”.
Parameter Set Relative Move Dependency to Next waypoint; set Waypoint type to Tool, and
Settings set the Z coordinate to -200mm.
Relative Move Dependency
Waypoint type
Tool Robot Ref point
Coordinates
Image

0.000mm

0.000mm

Lock X Lock ¥ Lock
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Pick the Workpiece

After the robot has arrived at the approach waypoint, you can control the robot the pick
workpieces. The picking process can be divided into two steps.

1. Step 1: Use the Vision Move Step to control the robot to reach the picking waypoint of the

workpiece.

2. Step 2: Use the Set DO Step to control the robot to expand the gripper to pick the workpiece.

See the following for details.

Step

Description
Operation

Parameter
Settings

Image

Step

Description
Operation

Parameter
Settings

Image

Vision Move
The robot moves according to the vision recognition result.

Find the "Vision Move” Step in the Step Library, and drag it to the graphical
programming workspace.

Select General_Workpiece_Recognition from the Vision Name drop-down list.

Vision Mame

General_Workpiece Recognition =

Set DO
Control the robot to expand the gripper to pick the workpiece.

Find the “Set DO” Step in the Step Library, drag it to the graphical programming
workspace, and rename it as “expand the gripper”.

Set the Digital Out Value and DO Port parameters to 1.

Digital Out Yalue

DO Port

Since it takes time for the gripper to expand, you should add the Wait Step to avoid empty picking

by the robot.

Step

Description
Operation

Parameter
Settings

Image

Wait
Avoid an empty pick by the robot.

Find the “Wait” Step in the Step Library, drag it to the graphical programming
workspace, and rename it as “Wait for firm gripping”.

Set the Wait Time parameter to 1000ms.

1000 ms

Wait Time

Move the Robot to the Departure Waypoint

After the robot picks the workpiece, you should add the Relative Move Step to control the robot to
arrive at the departure waypoint.
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Step Relative Move
Description The robot moves according to the vision recognition result.

Find the "Relative Move” Step in the Step Library, drag it to the graphical

Operation ) . P 7
programming workspace, and rename it as “Departure waypoint”.

Parameter Set Relative Move Dependency to Next waypoint; set Waypoint type to Tool, and
Settings set the Z coordinate to -200mm.

Relative Move Dependency Mext waypoint

Waypoint type

Tool Robot Ref point

Coordinates

Image

X 0.000mm

¥ 0.000mm

Lock X Lock ¥ Lock

Place the Workpiece

After the robot picks the workpiece, the robot needs to place the workpiece into the placing bin.
The placing process can be divided into two steps.

1. Step 1: Use the Fixed-Point Move Step to control the robot to arrive at the position of the
placing bin.

2. Step 2: Use the Set DO Step to control the robot to close the gripper to place the workpiece.

See the following for details.

Step Fixed-Point Move
Description Control the robot to arrive at the position of the placing bin.
) Find the “Fixed-Point Move” Step in the Step Library, drag it to the graphical
Operation . . P . "
programming workspace, and rename it as “Placing waypoint”.
Parameter . . .
Settings Set a suitable TCP as the placing waypoint.
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Image

Step

Description
Operation

Parameter
Settings

Image

Posetool - @ Edit pose

A | 747.220mm

140.003mm

174.250mm

Set DO
Control the robot to close the gripper to place the workpiece.

Find the “Set DO” Step in the Step Library, drag it to the graphical programming
workspace, and rename it as “retract the gripper”.

Set the Digital Out Value parameter to 0 and the DO Port parameter to 1.

DO Port

Delay Time

Since it takes time for the gripper to close, you should add the Wait Step to avoid that the robot
cannot place the workpiece.

Step

Description
Operation

Parameter
Settings

Image

Connect Steps

Wait
Avoid the failure of placing the workpiece by the robot.

Find the “Wait” Step in the Step Library, drag it to the graphical programming
workspace, and rename it as “Wait for release”.

Set the Wait Time parameter to 1000ms.

Wait Time 1000 ms

After adding the previous steps, connect them one by one. To control the robot to repeatedly pick
up and place workpieces, you should connect the exit port of “Placing Wait” to the entry port of

“Home Position”.

Simulate and Run the Project

1. After all the Steps are connected properly, click the [ Simulate ] button on the toolbar to
simulate the Mech-Viz project.

Simulate
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2. If the project runs as expected in simulation, click the [ Run ] button on the Mech-Viz toolbar to
run the project with the real robot.

Simulate : ®  Keep Last

Resources 4

the robot motion trajectory. In an emergency, press the emergency stop key on the teach

It is recommended that the robot should move at a low speed and that you pay attention to
o pendant.
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3. Getting Started Tutorial: Vision-Guided
Robotic Picking of Metal Parts (Standard
Interface Communication)

In this tutorial, you will learn how to deploy a simple 3D vision-guided robotic application of picking
small metal parts in the Standard Interface communication mode.

Application Overview

- Camera: Mech-Eye PRO M camera, mounted in eye to hand (ETH) mode

* Robot: YASKAWA_GP8

- Workpiece: chain links (made of metal)

- End tool: gripper

- Used software: Mech-Vision 1.7.4, Mech-Viz 1.7.4, Mech-Center 1.7.4, and Mech-Eye Viewer

2.1.0

« Communication mode: Standard Interface communication

- If you are using a different camera model, robot brand, or workpiece than in this example,
O please refer to the reference information provided in the corresponding steps to make
- adjustments.

How to Deploy a Vision-Guided Robotic Application?

The deployment of the vision-guided robotic application can be divided into five phases, as shown

in the figure below:

The following table describes the five phases of deploying a vision-guided robotic application.

No. Phase

Vision system
hardware setup

Robot
2 communication
setup

Hand-eye
calibration

Workobiject
locating

Description
Install and connect hardware of the Mech-Mind Vision System.

Load the robot Standard Interface program and the configuration
files to the robot system and set up the communication between
the vision side and the robot.

Perform the automatic hand-eye calibration in the eye-to-hand
setup, to establish the transformation relationship between the
camera reference frame and the robot reference frame.

Use the “General Workpiece Recognition” case project to calculate
the workpiece poses and output the vision result.
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No. Phase Description

Prepare a robot pick-and-place program that allows the robot to
5 Pick and place pick and place workpieces under the guidance of the obtained

vision result.

Next, follow subsequent sections to complete the application deployment.

3.1. Vision System Hardware Setup

In this tutorial, you will learn how to build the Mech-Mind Vision System.

Follow the steps below to build the Mech-Mind Vision System: Check the contents of the package
— Install the hardware — Connect the network — Upgrade the software (optional) — Confirm
that the vision system can capture images normally.

P https://www.youtube.com/watch?v=Utnjo0I0UAU/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Vision System Hardware Setup

Check Contents of the Package

1. Make sure that the package is intact when you receive it.
2. Check the contents against the “packing list” in the package to ensure that no devices or
accessories are missing or damaged.

The following figure shows the devices and accessories included in a vision system shipment. The
table below is for reference only. Please take the “packing list” in the package as final.
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No. Category

1

5 IPC and
accessories

3

4
Camera and

5 accessories

6

7

9

10 Project
accessories

11

12

13 Packing list

Name

IPC

IPC accessories

IPC power cable and
adapter

Mech-Eye Industrial 3D
Camera

User manual

Camera accessory box
License dongle

Calibration board

Flange adapter

Camera DC power cable
(standard: 20 meters)

Camera Ethernet cable
(standard: 20 meters)

DIN rail power supply
(standard)

Vision System Tutorial

Function

Provides running environment for
Mech-Mind software

Provides IPC accessories, such as
antennas for WIFI connection

Supplies power to IPC

Captures images

Mech-Eye Industrial 3D Camera User
Manuals

Mounts the camera

Authorizes the Software Suite license
Calibrates the camera

Connects the calibration board to the
robot flange

Connects the camera and the DIN rall
power supply; Longer power cables
are an option

Connects the camera and the IPC;
longer camera Ethernet cables are an
option

Supplies power to Mech-Eye Industrial
3D Camera; The camera power
adaptor is an option

Lists all the devices and accessories
in the package

Q Contact Mech-Mind if any items are missing or damaged.

Prepare Other Materials

In this tutorial, besides the items in the package, you still need to prepare the materials shown in

the following table by yourself.

Iltem

Monitor

HDMI cable

RJ45 Ethernet cable

Function

Provides display for the IPC

Connects the monitor and the IPC

Connects the IPC and the robot controller

In this tutorial, the IPC and robot controller are directly connected through an RJ45-to-RJ45
Ethernet cable, and the IPC and the camera are directly connected through the camera
Ethernet cable. Alternatively, you can use a router to connect the IPC and the robot controller,
and the IPC and the camera, which is not covered in this topic.
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Install Hardware

Mount the Camera

In this tutorial, the camera is mounted on the camera mounting frame (that is the eye to hand
o (ETH) mounting mode). In addition, the camera can also be mounted onto the end terminal of
the robot (that is the eye in hand (EIH) mounting mode).

1. Get the camera mounting bolts and wrench from the camera accessory box.

2. Tighten the two bolts with the wrench as shown below.

3. Please remove the lens protection film after mounting the camera.

4. Power the camera with the DIN rail power supply.

o Connect the DC power cable:
= Connect the +V wire to the +V connectors of the 24 V output connectors;
= Connect the -V wire to the -V connectors of the 24 V output connectors;
= Connect the PE wire to the 220 V input connector (D).

o "y

@O@e® ;T'

- 4 W 5
e ;
L8 "I
24\ output connector R —

©- | o

@ @ @ I1]
Nl et Nt ‘
. . |-

220V input connector |

.

AC power cable  DC power cable

© 2023 Mech-Mind Robotics Technologies Ltd.



i o/

MECH MIND Vision System Tutorial

5. Install the Ethernet cable of the camera.

Make sure the bump of the M12 connector and the notch of the ETH port, and tighten the nut
after plugging in the cable.

@i _____ —- About 2-mm gap

Mount the IPC

The IPC is normally mounted in the control cabinet of the robot. The environment in which the
@ IPC is mounted requires good heat dissipation, ventilation, and dust protection. It should be
mounted at a location where Ethernet cables, HDMI cable, and USB ports can be easily

w .
mounted and serviced.

To mount the IPC, follow these steps:

1. Prepare the wrench, bolts, nuts, and gaskets that are not included in the package beforehand.

2. If the robot controller is designed with mounting holes for the IPC in it, secure the IPC in the
controller: place the bolt, gasket, and nut one by one, and tighten the two bolts with a wrench,
as shown below.

Nut
Gasket
Bolt hole
Bolt
@ If the location of the robot controller is already fixed, skip this step and just place the IPC
inside the controller.

3. Connect the IPC and the monitor with the HDMI cable.
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Plug one end of the HDMI cable into the HDMI port of the monitor, and the other end into the
HDMI port of the IPC, as shown below.

VMWWV~
[
B
l

IPC HDMI cable Monitor

4. Connect the IPC to the power supply unit with the power adaptor.

Plug the power cable of the power adaptor into the power connector of the IPC. Connect the
adaptor to the power supply on the other end.

5. Insert the license dongle.
Plug the license dongle into a USB port of the IPC.

6. After the IPC is connected to the power supply, switch on the IPC.
o Ifthe IPC is started normally, the power indicator should be solid on.

o If the IPC cannot be started, contact Mech-Mind Technical Support.

Connect the Network

In this section, you will learn how to connect the network between the IPC and the camera, and
between the IPC and the robot.

In the following sections, the following IP addresses will be used for network settings. Please
adjust the network settings according to your actual network environment.

Device IP Address

Ethernet port connectingto  192.168.100.10

the camera
IPC
Ethernet port connectingto  192.168.200.10

the robot controller
Camera 192.168.100.20

Robot 192.168.200.20 (already set
on the robot)

Connect the IPC and the Camera, and the IPC and the Robot Controller

1. Plug the other end of the Ethernet cable connected to the camera into an Ethernet port of the
IPC.
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« RJ45 connector

Ethernet cable (for controller)

2. Use an RJ45-to-RJ45 Ethernet cable to plug one end into the Ethernet port of the robot

controller and the other end into an Ethernet port of the IPC.

Set the IP Addresses on the IPC

1. Select Control Panel » Network and Internet > Network and Sharing Center » Change adapter
settings on the IPC. The Network Connections page will be displayed.

2. Right-click the Ethernet port connected to the camera, and select Rename to rename the

Ethernet port, such as “To_camera”.

3. Right-click the Ethernet port connected to the camera, and select Properties to enter the

Ethernet Properties page.

4. Select the Internet Protocol Version 4 (TCP/IPv4) checkbox, and then click the [ Property |
button to enter the Internet Protocol Version 4 (TCP/IPv4) Properties page.

5. Select the Use the following IP address radio button, set the IP address parameter to
“192.168.100.10", Subnet mask to “255.255.255.0", and Default gateway to “192.168.100.1",

and then click the [ OK ] button.
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nternet Protocol Version 4 (TCP/IPv4) Properties X
General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically

0 Use the following IP address:

1P address: 192 . 168 . 100 . 10
Subnet mask: 255 .255.255. 0
Default gateway: 192 . 168 . 100 . 1

Obtain DNS server address automatically

O Use the following DNS server addresses:

Preferred DNS server:

Alternate DNS server:

(") validate settings upon exit Advanced. ..

oK Cancel

6. Repeat steps 2 to 5 to rename the Ethernet port connected to the robot controller (for example,
“To_robot”), and set the IP address for this Ethernet port. For example, set the IP address of
this Ethernet port to “192.168.200.10".

The IP address of the robot and that of the IPC Ethernet port connected to the robot
controller must be on the same subnet.

Set the Camera IP Address

1. Double-click @[ on the desktop of the IPC to open and run Mech-Eye Viewer.

2. Select the camera in the camera list, and hover the cursor on the camera. Click [@] to open the
Config Camera Network dialog box.
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Connect

(5 ] If the camera cannot be found or connected, please refer to Camera Troubleshooting.
3. Inthe Camera area, select the Set as Static IP radio button, set IP Address Class to “Class C

192.168.x.x", IP Address to 192.168.100.20, and Subnet Mask to “255.255.255.0" and then
click [ Apply].

ENEEIENE

TAMO3216A300YF15

Local Info

Interface .
IP Address "y

Subnet Masi M

Camera

(O Setvia DHCP (® Set as Static IP

IP Address Class Class C 192.168.x.x
IP Address
Subnet Mask

Apply

The IP address of the camera and that of the IPC Ethernet port connected to the camera
must be on the same subnet.

Test the Network Connectivity

1. Press Win + R to open the Run dialog box.
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2. Type cmd in the Run dialog box, and then click [ OK].

3. Type ping XXX.XXX.XX.XX in the command prompt window and press [ Enter] to execute the
command.

Q Replace XXX XXX XX. XX with the actual IP address of the camera/robot.

If the network connectivity is normal, you should receive the following response:

Pinging XXX .XXX.XX.XX with 32 bytes of data:

Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128

Upgrade the Software (Optional)

The IPC purchased from Mech-Mind already has the latest version of Mech-Mind software
installed.

Please check if all software on the IPC is running with the latest version. If so, skip this section; if
not, follow the sections below to update the software to the latest versions.
+ Downloading and installing Mech-Eye SDK

+ Downloading and installing Mech-Vision, Mech-Viz and Mech-Center

Confirm That the Vision System Can Capture Images Normally

After testing the network connectivity between the IPC and the camera/robot, please confirm that
the vision system can capture images normally:

1. Place workpieces at the center of the camera’s field of view (FOV), and make sure that the
workpieces on the edge and top are all within the FOV.
2. Open and start Mech-Eye Viewer by double-clicking @3 on the desktop of the IPC.

3. Select the camera in the camera list and click [ Connect].
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4. After the camera is connected, click [ Capture once].

2D Image = Depth Map  Point Cloud

5. Make sure that the captured images meet the following standard.

o 2D image: the captured 2D image is not significantly overexposed (too white to recognize
objects) or underexposed (too dark to recognize object details).

o Depth map and point cloud: All relevant parts of the object can be recognized.

Normal Overexposed Underexposed
Image “
Point
cloud
@ If the captured images do not meet the required standard, please use Mech-Eye Viewer to
e adjust camera parameters.

Up to now, you have learned how to build the vision system.

3.2. Robot Communication Setup

In this tutorial, you will learn how to load the Standard Interface program files to the YASKAWA
robot, and set up the Standard Interface communication between the Mech-Mind Vision System
and the robot.

+ In this section, you will load the robot Standard Interface program and the configuration
files to the robot system to establish the Standard Interface communication between the
O vision system and the robot.

- « If you are using the robots of other brands, you can find instructions on setting up the
Standard Interface communication with the desired robot from the section Standard
Interface Communication.

P https://www.youtube.com/watch?v=2ERGMtWkZV8/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Robot Interface Configuration (Standard Interface Communication)
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Preparation Before Loading

Check Hardware and Software Versions
« Confirm that the robot is a 6-axis YASKAWA robot. This tutorial uses YASKAWA_GPS8 as an
example.

« Confirm that the robot controller is YRCT000, YRC1000micro or DX200. This tutorial uses the
controller YRC1000 as an example.

- Confirm that the Ethernet option has been enabled for the YASKAWA robot.

VW Operation instructions

a. Press and hold the MAIN MENU key on the teach pendant, and power on the robot to
enter the maintenance mode.

“EEEERE
e )% T e =l

AKS-001E YﬂSKAWA

o If the robot is already started, please restart the robot while pressing the MATN
MENU key on the teach pendant.

b. In the maintenance mode, select SYSTEM > SECURITY » MANAGEMENT MODE.
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MODE OPERATION MODE
DITING WOD
HANAGEMENT "MODE ™

Y MOD

Main Menu

c. Enter the password (the default password is sixteen 9s), and then click [ Enter] to enter
the MANAGEMENT MODE.

WODE kR KRR

Current Password=

7! Clear
A D 4 Back space
B E 11 2 2 Cancel
C F 0 ] enter

© 2023 Mech-Mind Robotics Technologies Ltd. 92



i o/

MECH MIND Vision System Tutorial

MAHAGEMENT MODE

info. may result in premature failure of the rob

d. On the Main Menu, select SYSTEM > SETUP > OPTION FUNCTION. Select DETAIL of the

NETWORK FUNCTION SETTING option, and press the SELECT key on the teach
pendant to enter the NETWORK FUNCTION SETTING interface.

-
-

=
=
| = 1

Main Menu Simple Menu
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WLANGUAGE
CICONTROL GROUP
WAPPLICATIOM
CIOPTION BOARD
010 MODULE
WCMOS MEMORY
CIDATE/TIME
UhC

Main Menu

CIMETWORK. FUNCTION SETTING

CEthe et /TPTCFU Eoard)
CIDAYLIGHT SAVING TIME
CILIMITS CUSTOMIZATIOM
CITOOL WNO. SWITCHING
OSI UNIT INDICATION
CIDISPLAY 10 NAME [N JOB
CIEXTERNAL 10 SETUP
CIVARIABLE ALLOCATION
OMotoP lus FUNC.
CIAUTOBACKLP (ACPO1)
OFunct ional safety

CISERYO PORER INDIVIDUAL CONTROL

SAVING CMOS VIA FTP
ETHERWET SERVER

Hain Menu | Sinple Menu
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(5 ) If the status is “UNUSED”, please contact the robot manufacturer for support.

- Confirm that the MotoPlus option has been enabled for the YASKAWA robot.

WV Operation instructions
a. Inthe MANAGEMENT MODE of the maintenance mode, select MotoPlus APL. »
MotoPlus FUNC. SETTING on the Main Menu.

b. On the MotoPlus FUNC. SETTING interface, check whether the status of APPLI.
AUTOSTART AT POWER ON is ENABLE.

CINC SCTTNG
POKER ON
CLINIT AUTO

doP e FING SETTING
APPLI. AUTOSTART AT POWER ON
TTeCont rol TRoR PRY. CIMIT BT

Hain Menu | Sinple Menu

C. If the status is “UNABLE", select UNABLE, and press the SELECT key on the teach
pendant to switch the status to “ENABLE”".
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MotoPlus FUNC. SETTING I

ﬂﬁ%
&Y BEEE
Gﬁiitﬁﬁ
ap o A
apD o @b

inple Menu
WotcPlus FUNC, SETTING | e @ @ @ @
) 8 = (st

AFFLI. ALTOSTART AT PORER ON NAEL
FileControl TASK PRY. LIMIT Fl

sEoecHEE
=R e 1% L5 P =
W@I.@@.

YASKAWA

If the preceding conditions cannot be met, the vision system cannot communicate with the
robot through the Standard Interface. Please contact the robot manufacturer for support.

Connect the Network

1. Plug the Ethernet cable of the IPC into the LAN2 (CN106) port on the CPU board of the robot
controller.

If you are using the DX200 controller, plug the Ethernet cable of the IPC into the CN104
port on the CPU board of the robot controller.

2. Make sure that the IP address of the YASKAWA robot and that of the IPC are in the same
subnet.

VWV Operation instructions

a. Inthe MANAGEMENT MODE of the maintenance mode, select SYSTEM » SETUP »
OPTION FUNCTION on the Main Menu. Select DETAIL of the LAN INTERFACE SETTING

option, and press the SELECT key on the teach pendant to enter the LAN INTERFACE
SETTING interface.
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OPTION FUM

[ILAN INTERFACE SETTING

CIMETHORK FUMCTION SETTIMG DETAIL
ClEtheriet /TP {CPU Board) DETA] L.
CIDAYLIGHT S&YING TIME DETAIL

CILIMITS CUSTOMIZATION DETAIL
CTO0L NO. SWITCHING NOT USED
ST UNIT IWDICATION USED
CIDISPLAY 10 NAME IN JOB NOT USED
CIEXTERNAL 10 SETUP DETAIL
CIVARTABLE ALLOCATION DETAIL
OMotof lus FUNC. USED
CIAUTOBACKUP CACPOT) NOT LISED
OFunct icnal safety DETAIL
[ISERVO POWER [NDIVIDUAL CONTROL DETAIL

Main Menu

LAK IWTERFACE SETTING

HOST SETTING — MAMUAL SETTING

HOST MEME  MY-HOST

DOMATN SETTING  MAMUAL SETTING
DOMATN MAME  LOCAL.DOMAIN

IP ADDRESS SETTINGCLANZ) [H SETTING
1P ADDRESS 192.168.100. 84
SUBMET MASK P A A (]

1P ADCRESS SETTIMGCLANS)
1P ADDRESS e, 8. @ i
SUBMET MASK s R T s

DEFAULT GATEWAY SETTING  NOT LSED
DEFAULT GATEWAY

Wain Henu

c. Make sure that the IP address of the robot and that of the IPC are in the same subnet. If
they are not in the same subnet, please refer to the section Set the IP Addresses on the
IPC to modify the IP address of the IPC.

Create a Mech-Vision Project and Save It

1. Open Mech-Vision. If the Welcome interface as shown below is displayed, it indicates that
Mech-Vision is started successfully.
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‘Welcome to Mech-Vision

s . Create from solution .
Open solution Open project & Em;m) New blank solution

Recently used

User Manual ()

2. In the Welcome interface of Mech-Vision, click [ Create from solution library] to open the
Solution Library.

f . Create from solution .
Open solution Open project cate IiI;ran,' New blank solution
ary

The Solution Library is a resource library that provides typical solutions or projects (with
sample data) from various application scenarios.

3. Select the General Workpiece Recognition project from the Solution Library.

< Solution Library 2

7] Palletizing & Depalletizing Locating & Assembly 5] Piece Picking  £3 Quality Inspection

@ If you cannot find this project in the Solution Library, click [ More] at the bottom of the

o/ Solution Library interface.

4. After this project is selected, the information introducing this project will be displayed on the
lower part of the Solution Library interface. Set the solution name and path, and then click
[ Create].
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Welcome to Mech-Vision

2

< Solution Library

ET) Palletizing & Depalletizing Locating & Assembly (] Piece Picking  $3 Quality Inspection

+ | | Difficulties

Built-in

Brake Discs

For workpiece loading in automot uction machinery, steel, etc.

Solution name |\ &-Recognition Recognition & Create

After the project is created, the created solution and project will be displayed in the project list
in the upper-left corner of the Mech-Vision main interface.

o A solution is a set of configurations and data related to robots and robot
communication, vision processing, path planning, etc. that are required for the

o machine vision application.
o A project is a workflow of vision processing in the solution. Normally, a solution only
contains one project, but it may contain more than one project in complex
application scenarios. In this tutorial, the solution requires only one project.

Project List
v HH Vis-Wo rkpiece-Recognition

“ General_Workpiece_Recognition

In the Graphical Programming Workspace of the main interface, the workflow of the “General
Workpiece Recognition” project will be displayed.
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5| <Cloud(XYZRGB)>  <StringList>
Scene

Point Cloud  Labels

5. Inthe project list, right-click the solution, and select [ Autoload Solution ].

Project List % X
v i Vis-Workpiece-Recogniti Close Solution
t) General_Workpiece_| Open Solution in Explory
Mew Project
] Autoload Solution

ename Solution

Back Up All

After this solution is set to autoload, the project name will be displayed in green, and the
project ID will be displayed in the left of the project name.

Project List

¥ BB Vis-Workpiece-Recognition

J General Wo rkpiece_Recognition

The project ID will be used by the robot pick-and-place program to trigger the Mech-
Vision project to run.

6. On the menu bar, select File » Save Solution.
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File(F) Edt(E)] View(V] Robotand Commur

Mew Solution Ctrl+Shift+ M

Mew Project Ctrl+M
Create from Selution Library

Open Solution

Open Project Ctrl+0
Open Recent...

Open Executable File In Explorer
Save Solution Ctrl+Shift+5
Save Project Ctrl+5
Save Project To JSON

Save Project As

Close Solution

Exit

Set “Robot and Interface Configuration”

1. Click [Robot and Interface Configuration] in the toolbar of Mech-Vision.

2. Click the Select robot drop-down menu, and select Listed robot. Then, click [ Select robot
model ], select the YASKAWA robot model “YASKAWA-GP8” and click [ Next] to continue.

@ select robot

YASKAWA_GP12

3. Select Standard Interface in the Communication Option area, and TCP Server and ASCII for
Protocol, and then click [ Apply .
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Communication Option
Standard Interface
Protocol

TCP Server

Advanced Settings ¥

IP Address
Heost [P address

Robot Integration

Open program folder

Auto enable interface service when opening solution

4. Make sure the Interface Service is started: On the toolbar of Mech-Vision, the Interface Service
switch on the far right is flipped and turned to blue.

¥ |nterface Service

Prepare the Program Files
1. Onthe IPC, open Mech-Center/Robot_Interface/YASKAWA in the installation directory
of the Mech-Vision and Mech-Viz software.

2. Copy the JBI folder, sample folder, and the mm_module_yrc1000.out file to the root directory
of the USB flash drive.

o mm_module_yrc1000.out: the robot backend program file (MotoPlus application file).

© 2023 Mech-Mind Robotics Technologies Ltd. 102



i o/

MECH MIND Vision System Tutorial

o JBI folder: stores robot frontend program files (Job files).

o sample: stores simple pick-and-place example program files.

If you are using the controller DX200, you need to copy the backend program file
mm_module_dx200.out here.

3. Plug the USB flash drive into the USB port on the rear panel of the teach pendant.

Make Sure That No Program Is Running in MotoPlus

Before you load robot program files to the robot, make sure that no other MotoPlus programs are
running.
+ If no programs are running, skip this section.

- If there are any running program, delete this application program.

WV Operation instructions

1. In the MANAGEMENT MODE of the maintenance mode, select MotoPlus APL. > DELETE
on the Main Menu.

2. On the MotoPlus APL. DELETE interface, select the program file to delete, and then
press the SELECT key on the teach pendant to select this file.
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5 5= D s
wiEOOEE =
R e % L Lo
W%'.@a.

YASKAWA

3. Press the ENTER key on the teach pendant, and press the [ YES ] button on the pop-up
dialog box to delete the program.

%‘%@

% -

e\@

YASKAWA

Load the Program Files to the Robot

Load the Backend Program File

1. Under the maintenance mode, select MotoPlus APL. > DEVICE » USB: Pendant on the Main
Menu.
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Mot APl AP

FILE TYFE : WXE,OUT

Wain Menu

TARGET DEVICE

Wain Menu

2. Select MotoPlus APL. > LOAD(USER APPLICATION). Select mm_module_yrc1000.out, press

the ENTER key on the teach pendant, and click [ YES] in the pop-up window to start loading the
program.
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FILE TYPE :

Wain Menu

Wain Menu
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Wain Menu

(i ) If you are using the controller DX200, you need to select mm_module_dx200.out here.

3. After the loading completes, select MotoPlus APL. » FILE LIST. If you can see the backend
program file (YRC1000.0UT), the loading of the backend program file is successful.

FILE TYPE :

MotoP lus APL.

B

Wain Menu
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[FILE THFE 2

Wain Menu

If you are using the controller DX200, you will see DX200.0UT here after the loading
succeeds.

4. After you have loaded the backend program file, reboot the robot to enter the online mode.

You need to load the frontend program files and the example program files under the
0 online mode. Therefore, you need to perform this operation after loading the backend
program file.

Load the Frontend Program Files

1. Under the online mode, select SYSTEM INFO » SECURITY on the Main Menu. Select
MANAGEMENT MODE in the drop-down menu, and input the default password (sixteen 9s).

INE_ CORITERT

& SECURITY

Wain Menu |
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OﬁERATION HODE

NG_MOIL)
i T WU

Current Password=

Hex Dec Bin 7! 9 Clear
A D 4 5 6 Back space
B E 1 2 3 Cancel
€ F 0 - Enter

Press Enter in the lower-right corner of the teach pendant screen to enter the management
mode.
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DOUT
MIVE

B0OO1

MODE

MANAGEMENT MODE

Vision System Tutorial

I I R

2. Press the right-arrow B button in the lower-left corner of the teach pendant screen. Then
select SETUP > TEACHING COND, and select EXPANDED in the drop-down menu of

LANGUAGE LEVEL.

Main Menu
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TEAC T
LANGUAGE LEVEL

STEP OWLY CHANGING
RECT/CYLINDRICAL
TOOL MO. SWITCH

TEST RUN CONTROL

INSTRUCTION INPUT LEARMING
MOYE [MSTRUCTIOM SET POSITION
BUZZER WHEW POSITION TEACHING

TOOL MWO. INWTLK FOR STEP EMTRY
CHECK AT P-WAR TOOL MO. CHAMGE
FOS.TEACH OWLY JOG COMTROL GROUP
JOB UMDELETE FUMCTION

MANUAL SPEED SELECT(TEST RUN)
USER ALARM CAPACITY
PROMP BEF OVERWRITE POS YARIABLE

COMSIDER

PRCHIBIT

FROHIBIT

INYALID

HIGH ACCURACY

INYALID

STANDARD

INYALID

Vision System Tutorial

3. Select EX. MEMORY > DEVICE, and then select USB: Pendant for in the drop-down menu of

DEVICE.

EX. MEMORY

COMSIDER

PRCHIBIT

RECT

PRCHIBIT

FERMIT

INYALID

FROHIBIT

INYALID

HIGH ACCURACY

INYALID

STANDARD

INYALID

Wain Menu
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DEVICE / SETUR

DEVICE
FILE SA&VE OVERWRITE

JOB LOAD OVERHRITE USB1: Cont rol ler

|’@- FOLDER

Wain Menu
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5. Select EX. MEMORY » LOAD, and select JOB. A list of jobs to load will be displayed on the
screen.
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EX. MEMORY T i
= | LOAD

H LIF [CE/GERERAL DATA i
WFARAMETER 0
WI/0 DATA 0
WSYSTEM DATA 0
WPENDENT LOG 0
WSYSTEM BACKUP(CMOS. BIN) 0
CIUSER DEFIMED FILE 18

5D
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MM_GET_DOLIST
MM_GET_JPS
MM_GET_FOSE
MM_GET_STATUS
MM_GET_YISDATA
MM_GET_YIZDATA
MM_INIT_SOCKET
MM_SET_BOKSIZE
MM_SET_BRAWCH
MM_SET_DOLIST
MM_SET_IHDEX

Wain Menu |

6. Select EDIT » SELECT ALL.

5D

B
==

OLIST
PS
G T _TOSE

MM_GET_STATUS
W _GET_VYISDATA
MM_GET_YIZDATA
WM_IMIT_SOCKET
MM_SET_BOXSIZE
50 M _SET_BRANCH
MM_SET_DOLIST
M _SET_IMDEX

I I N
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!
MM_CALIE
MM_GET_DOLIST
MM_GET_JPS
MM_GET_FOSE
MM_GET_STATUS
MM_GET_YISDATA
MM_GET_YIZDATA
MM_INIT_SOCKET
MM_SET_BOKSIZE
MM_SET_BRAWCH
MM_SET_DOLIST
MM_SET_IHDEX

Vision System Tutorial

7. Press the ENTER key on the teach pendant. Select YES in the pop-up dialog box to start loading

the programs.

i
oM _GET DOLIST

Load?

FeM_SET_BRANCH
Feh_SET_DOLIST
FeM_SET_INDEX

Main Menu | 5 ]

8. After the loading completes, select JOB > SELECT JOB. If you can see all the jobs in the JOB

LIST, the loading of frontend program files is successful.
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722

ﬂ

SELECT JOB

=

ﬂ

i)

MM_AUTO_CALIE
MM_CALIE
MM_GET_DOLIST
MM_GET_JPS
MM_GET_FOSE
MM_GET_STATUS
MM_GET_YISDATA
MM_GET_YIZDATA
MM_INIT_SOCKET
| Wi SET BOXSIZE

DATEATIME :2020/04/15 12:43
GROUP SET  :RT
COMMENT ;

Load the Example Program File

Repeat the loading steps in the section “Load the Frontend Program Files” to load the example
program file.

Please note that you need to select the SAMPLE folder when selecting a folder to load.

Test Standard Interface Communication

When you test the Standard Interface communication between the robot and the vision system,
first make sure that the interface service is started, and then run a test program on the teach
pendant to test the Standard Interface communication. You can directly use the loaded calibration
program (MM_AUTO_CALIB) as the test program.

1. On the teach pendant, select JOB > SELECT JOB on the Main Menu to enter the JOB LIST
interface.
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ﬂ

& SELECT JOB

=

i

[}
|l
e

MM_AUTO_CALIE
MM_CALIE
MM_GET_DOLIST
MM_GET_JPS
MM_GET_FOSE
MM_GET_STATUS
MM_GET_YISDATA
MM_GET_YIZDATA
MM_INIT_SOCKET
| Wi SET BOXSIZE

DATEATIME :2020/04/15 12:43
GROUP SET  :RT
COMMENT ;

2. Select MM_AUTO_CALIB in the JOB LIST, and press the SELECT key to open the job. Move the
cursor to line 0001, press the SELECT key. In the text box at the bottom, move the cursor to the

IP address and port number, and press the ENTER key. Change the IP address and port
number to the actual ones of the IPC, and press Enter on the screen.
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DOUT
MIVE

MM_GET_DOLIST
W _GET_JPS

B0O1 MM_GET_FOSE

MM_GET_STATUS
MM_GET_YISDATA
MM _GET_VYIZDATA
MM_INIT_SOCKET
MM _SET_BOXSIZE

DATEATIME :2022/06/07 14:34
GROUP SET  :RT
COMMENT ;

000z M

0003 TIMER T=1.00

0004 CALL JOB:MM_CALIB ("1:151:6;0;997)
0005 END

Wain Menu | 5 ]
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[Result] F92.168.1.20;50000;2 Register

REGISTER
LS =) SYMBOL WORD ]

28

1
E?Q w E R

A s D F |

T
Main Menu 5]

3. Move the cursor to line 0001, press the INFORM LIST key on the teach pendant. Select

CONTROL » PAUSE in the pop-up menu of the screen, and then press INSERT and ENTER keys
on the teach pendant. This step will insert a PAUSE command after line 0001.

OF
NI JCALL JOB:MM_INIT_SOCKET (”192.168.1.20;50000;2")
DOTZMOY) PO33 VJ=5.00
0003 TIMER T=1.00
0004 CALL JOB:MM_CALIB (71515156;05997)
0005 END

Wain Menu |
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AKS-001E

YASKAWA

Vision System Tutorial

EDIT

DISPLAY

UTILITY

[REHSEE

SETUALM

0001 CALL JOB:M‘

CALL

SWITCH

0002 MOYJ PO93
0003 TIMER T=1.

0004 CALL JOB: MY
LABEL

0005 END

TIMER PRINT CASE

CLE DEFAULT
COMMENT HSG WHILE
RET INFUT FOR

Main Menu

Simple Menu

ADVINIT

ADVETOP

IFTHEN

ELSEIF

ng rohot without setting tool info. may res

CONTROL
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AKS-001E YASKAWA

YARTABLE (00 =1.00

B0O1 0004 CALL JOB:P;JM_CALIB (7 31l8 1 ER0EEE)
= | 0005 END

e

ng rohot without setting tool info. may res

4. Twist the mode key on the teach pendant to TEACH to enter the TEACH mode.
5. On the teach pendant, press the SERVO ON READY key, and then hold down the enable
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switch on the back while moving the cursor back to line 0000 on the screen.

X- | X+ > B X
S- S+ BRI R- R+
READN 'l'-"u
Y-1 Y+

- :

-
Q S
U+ T=- T+

00 & 0O

< (™ L ==Y e ELRj

- s

e MW e e (5B B3 B9
T st an |
.;= 1@ __—_ .__-._=__ L . '

. D0 ENTER

EECOPO

AKS-001E YASKAWA
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JOB:MM_INIT_SOCKET (7192.168.1.20;50000527)
0002 PALSE
0003 MOYJ P0G Y.J=5.00
0004 TIMER T=1.00
0005 CALL JOB:MM_CALIB (71:151;6;0;997)
0006 END

Wain Menu | 5 ]

(i ) This step ensures that the job runs from the first line.
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6. Press and hold down the INTER LOCK and TEST STAR keys on the teach pendant at the
same time. After the robot executes line 0001, the cursor will automatically stop at line 0002
where the PAUSE command resides.

s

AKS-001E YASKAWA

JOB - EDIT DISPLAY UTILITY 1]@ M M @ E d.ti'-j

GENERAL i 0000 NOP

'E' OB:MM_INIT_SOCKET (7192.168.1.20;50000;27)
e W 0007 P

YARTABLE 99 YJ=5.00

B001 0004 TIMER T=1.00
= | 0005 CALL JOB:MM_CALIB (71;1:1;6;0;997)

IN/ouT 0006 END

In@-&n !

ROBOT
 SYSTEM TNFO

() NOVJ VJ=0.78

]

Sinple Menu info. may result in premature failure of tl
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7. Check whether logs will be displayed on the Console tab of the Mech-Vision Log panel. If logs
as below are displayed, the YASKAWA robot can establish the Standard Interface
communication with the vision system successfully.

+ Delete the PAUSE command after testing the communication to avoid mistaken pause
o during calibration. To delete the PAUSE command, move the cursor to line 0002 where

the PAUSE command resides, and then press the DELETE and ENTER keys in sequence
on the teach pendant.

3.3. Hand-Eye Calibration

In this tutorial, you will perform the automatic hand-eye calibration in the eye-to-hand setup.

The hand-eye calibration establishes the transformation relationship between the camera
and robot reference frames (that is camera extrinsic parameters). With this relationship, the
object pose determined by the vision system can be transformed into that in the robot
reference frame, which guides the robot in performing its tasks.

P https://www.youtube.com/watch?v=w2vN5gXXJ8M/PLVcMd7cW2rxXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Hand-Eye Calibration (Standard Interface Communication)

Preparation before Calibration

In this section, you will modify the robot calibration program, mount the calibration board, adjust
the camera parameters, and complete the pre-calibration configuration.

Modify the Robot Calibration Program (MM_AUTO_CALIB)

Select the Calibration Program

1. In the TEACH mode, select JOB > SELECT JOB. Move the cursor to MM_AUTO_CALIB in the
JOB LIST and press the SELECT key on the teach pendant.
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MM_CALLE
MM_GET_DOLIST
MM_GET_JPS
MM_GET_FOSE
MM_GET_STATUS
MM_GET_VISDATA
MM_GET_YIZDATA
MM_INIT_SOCKET
MM_SET_BOXSIZE

DATE/TIME :2022/06/06 15:58
GROUP SET  :RT
COMMENT :

Wain Menu

The interface is as follows after the program file is selected.
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0001 CALL JOB:MM_INIT_SOCKET (“192.168.1.12;50000;2")
0002 NOV]J P0S9 VJ=5, 00

0003 TIMER T=1.00
0004 CALL JOB:MM_CALIB (71:1;2:6;0;997)

0005 END

Main Menu |

- You have already modified the IP address and port of the IPC in the section “Test Standard
O Interface Communication”. Therefore, you just only need to teach the calibration start point in

- this tutorial.

Teach the Calibration Start Point

In the calibration process, the robot poses sent by the robot to Mech-Vision must be flange
poses. Therefore, before this step, you need to switch the tool No. to that (usually 00) of the

o tool whose ToolOffset values are all 0. The Tool Center Point (TCP) of Tool00 is at the center
of the flange.

1. Jog the robot to a position that is suitable for as the calibration start point. Move the cursor to
MOVJ P099 VJ=5, and press the DIRECT OPEN key on the teach pendant.

ks T

0005 END

MOV PO99 VJ=5.00

I I R

2. Change the value of P099 to the current pose of the robot: Press the SERVO ON READY key
on the teach pendant. Press the MODIFY key and then the ENTER key while holding the
enable switch on the back. Make sure the value for TOOL is 00.
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T YASKAWA

i
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X
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v z 340.000| <TYPE>
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YARLABLE Ry -1.0002| [P R< 180
B0O Rz[__ -25.99%5| [FLIP T< 180
) INOUT |
ROBOT
SYSTEM INFO
=)

Main Menu Simple Menu e tool file. Using robot without setting tool

3. Press the DIRECT OPEN key on the teach pendant again to return to JOB CONTENT.

So far, you have successfully modified the calibration program necessary for the automatic
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calibration process of YASKAWA robots.

Mount the Calibration Board

o In the eye-to-hand setup, the calibration board needs to be mounted to the robot flange
adapter.

Follow these steps:

1. Take the calibration board and flange adapter out of the system delivery package.
2. Use screws, gaskets, and nuts to fasten the flange adapter to the flange adapter.

3. Use screws, gaskets, and nuts to secure the calibration board to the flange adapter.
4.

After mounting the calibration board, move the robot to the top of the lowest workpiece in the
work area and into the camera’s field of view (FOV).

Adjust Camera Parameters

1. In Mech-Eye Viewer, connect to the camera, and then set Parameter Group to “calib”.

Visibility  Beginner

Parameter Group

calib

2. Adjust the 2D parameters to make sure that the 2D image of the calibration board is clear and
neither overexposed nor underexposed.

3. Adjust 3D parameters to make sure that the obtained point clouds of the circles on the
calibration board are complete and have clear contours. It is recommended to set the Surface
Smoothing and Outlier Removal parameters of Point Cloud Processing to Normal to reduce
point cloud fluctuation.

Normal Overexposed Underexposed

2D
image

Point
cloud

Pre-calibration Configuration

1. In Mech-Vision, click the [ Camera Calibration (Standard) ] button on the toolbar. The
Configuration before Calibration window will be prompted.
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2. In the Select how to calibrate window, select the New calibration radio button, and then click
the [ Next] button.

Select how to calibrate:

Mew calibration

Load calibration parameters

3. Inthe Select calibration task window, select Hand-eye calibration for listed robot from the
drop-down list box, and click the [ Select robot model] button.

Select calibration task:

Hand-eye calibration for listed robot

Select robot model

4. Click the Brand dropdown box, and select “YASKAWA". Then, at the right panel, select model
“YASKAWA_GPS8”, click the [ Select] button, and then click the [ Next ] button.
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YASKAWA GP12

5. In the Select camera setup window, select the Eye to hand radio button, and then click the
[ Next] button.

Select camera setup:

Eye to hand Eye in hand

Eye to eye

6. In the Calibration method and robot control window, select Automatic and Standard Interface,
and then click the [ Next ] button.
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Calibration method and robot control:

Automatic - Standard Interface

Cancel

7. Inthe Interface settings window, set the port of the Host IP address parameter to 50000.
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Interface settings
Protocol
ASCI

Set IP address

Host IP address

Robot integration

Robot program folder

Connect the robot

Start interface service

o In this tutorial, the vision system acts as the TCP server. Therefore, the Host IP
address parameters should be set to the IP address and port of the IPC. Since the IP
address of the IPC is a local IP address, you do not need set it and the software uses

(,) ‘0.0.0.0" to indicate it.

- o By default, the IPC uses port 50000 to provide the interface service. You can change
the port number as required. If you have changed the port number, remember to use
the correct port number when you try to establish the communication with the vision
system on the robot side.

8. Click the [ Connect the robot] button in the Connect the robot area. The button will turn into
Waiting for the robot to connect...

9. Run the calibration program on the robot teach pendant.

V Operation instructions

a. Move the cursor back to the first line (0000), turn the mode switch to PLAY mode to
enter the PLAY mode, press the SERVO ON READY key on the teach pendant.
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b. To move the robot at a low speed, select UTILITY » SETUP SPECIAL RUN on the teach
pendant screen, and change SPEED LIMIT to VALID.
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c. Press the green [ START ] button on the teach pendant. when the start LED is lit, the
robot is running the program.
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If the calibration program runs normally, “Connected” status message will be displayed
in the Connect the robot area of Mech-Vision.

10. After the robot is connected, click the [ Calibrate ] button. The Calibration (Eye to hand)
window will be prompted.

Calibration Procedure

Connect to a Camera

1. Inthe Connect to Camera step, find the camera to connect in the Detected Cameras list, and
click the g button.

Detected cameras

Connect to camera c D
Camera D

* Mech-Eye DEEP

1P: 192.168.20.92

2. After the camera is connected, click the [ Capture once] or [ Capture live ] button.

3. Inthe right Image viewer panel, ensure that the captured 2D image and depth map meet the
calibration requirements and click the [ Next ] button on the bottom bar.

a If the captured image does not meet the calibration requirements, you need to open the
O Mech-Eye Viewer software to adjust the 2D and 3D exposure parameters and re-capture
- images.

Mount the Calibration Board

1. Inthe Mount calibration board step, select the Standard radio button and select the calibration
board model according to its model nameplate in the 1. Select calibration board type area.

2. Make sure that the calibration board has been attached to the robot flange securely, and then
click the [ Confirm ] button in the 2. Mount calibration board area.

3. Confirm that the calibration board is in the center of the camera'’s field of view (the red
rectangle), and then click the [ Confirm ] button in the 3. Position calibration board into red

rectangle area.
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Files  Tools

1. Select calibration board model | 2

Connect to camera
Standard

Custom

Mount calibration beard

2. Mount calibration board

C n that the calibration board has been mounted
properly.

3. Position calibration board into red rectangle

I ure the calibration board is in the red rectangle
in the image on the right.

4. After all the operations related to the calibration board are completed, click the [ Next] button
on the bottom bar.

Check Intrinsic Parameters
1. Inthe Check intrinsic parameters step, click the [ Start checking] button.

Files  Tools

Check intrinsic parameters | ?
Connect to camera

Start checking
Mo result yet.
Mount calibration board Draw an aid circle

* Calibration circle detection parameters (advanced)

Check intrinsic parameters

2. Confirm that the camera intrinsic parameters check passes, and then click the [ Next] button
on the bottom bar.

Intrinsic parameter checking result

(r) If the camera intrinsic parameter check fails, adjust detection parameters by drawing aid
e circles or manually adjusting the calibration circle detection parameters.
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Set Robot Path

1. In the Set robot path step, specify the Height span parameter. Please set this parameter
according to the working distance range of the calibration board in the camera height
direction.

1. Calibration pose height range

Connect to camera
Height span 500mm

2. 5et robot path
Mount calibration board
Path type
— Auto-ali o carners frame (9
Check intrinsic parameters Auto-align path to camera frame | 7

Auto-align the path

Pyramid

Set robot path

Height span  500mm Num of layers 5

X 400rm ¥ 400mm

X 400mm ¥ 400mm

Rotation

Rotation angle

Confirm

2. Set the Path type to ToHand, specify the pyramid parameters Height span, Num of layers,
Bottom-layer dimensions X/Y, Top-layer dimensions X/Y, and Motion grid cols and rows per
layer, specify the satellite parameter Rotation angle, and then click the [ Confirm ] button.

(5 ] The set robot path should cover the work area.
3. Inthe right Scene Viewer panel, confirm that the waypoints of the automatically generated

motion path will not collide with obstacles in the environment, and then click the [ Next ]
button.

Collect Images and Poses

1. Inthe Collect images and poses step, select the Save images checkbox.
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Files  Tools

Collect calibration board images and flange poses | 2

Connect to camera

Robot status

Robot name
Mount calibration board
Vlove real robot

Sync with real robot ~ Details

Check intrinsic parameters

Set robot path

- - ¥ Save images
5 Collect images and poses 2

Auto move robot along path and capture images

Manually add more images

2. Click the [ Control robot to auto move along path and capture images ] button.

3. Read the safety window carefully and click the [ OK ] button.

Calibration

W 1e Viewer and ensure
that all th
Push the

Cancel

4. Wait until the robot finishes moving along the preset path and the camera finishes capturing
images on all waypoints. Captured images can be seen in the right Marker Image and Pose
List panel during this process.

5. After the automatic image capturing finishes, click the [ OK ] button, and then click the [ Next]
button on the bottom bar.

Calibration

ration data auto collection has been completed.

Calculate Camera Parameters

1. In the Calculate camera parameters window, click the [ Calculate camera extrinsic
parameters | button.
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Check intrinsic parameters | %

Connect to Camera
Check Camera Intrinsic Parameters
Currently check camera internal parameters
Draw aid circle

Mount Calibration Board

+ Edit Feature Detection Parameters (Advanced)

Check Camera Intrinsic Parameters

2. In the prompted window indicating calibration success, click the [ OK] button.

3. View the calibration error of the point cloud in the right Point cloud viewer panel.

@ The error point cloud shows the disparity between the calculated value and the actual

e value of the circles on the calibration board for each pose.

4. Confirm that the calibration accuracy meets the project requirements.

Determine the error value with 100% to obtain the rough calibration accuracy. For example, the
calibration accuracy in the following figure is within 2.5 mm.

To improve the calibration accuracy, please refer to the section Calibration Result Check and
Analysis.

Validate and Save the Calibration Result

1. After calibration, move the robot arms into the FOV of the camera.

2. In the Calculate camera parameters step, click the [ Re-calculate camera extrinsic
parameters ] button. This operation triggers the camera to capture images.

3. Click Scene viewer to check the coincidence degree between the point cloud of the robot and
the robot model.
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If the point cloud of the robot approximately coincides with the robot model, the calibration is
successful.

4. Click the [ Save] button on the bottom bar. In the prompted Save Calibration Files dialog box,
click the [ OK] button. The camera calibration result will be automatically saved in the
“calibration” directory of the project.

3.4. Workpiece locating

Before using this tutorial, you should have created a Mech-Vision solution using the “General
Workpiece Recognition” case project in the “Create a Mech-Vision Project and Save It section.

In this tutorial, you will first learn the project workflow, and then deploy the project by adjusting the
Step parameters to recognize the workpieces’ poses and output the vision result.

P https://www.youtube.com/watch?v=CFNR4zeyROk/PLVcMd7cW2rxXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Workpiece Locating

(i ) In this project, every time the Mech-Vision is run, a vision point will be output.

Introduction to the Project Workflow

The following table describes each Step in the project workflow.

No. Phase Step Image Description

Capture Images Connect to the camera

! Capture images from Camera and capture images
Cameta Dt Use 3D matching
5 Recognize 3D Workpiece algorithms to calculate
workpieces Recognition the workpieces’ poses

<Poselist>  <Cloud(XVZ-RGB)>  <StringList> (aS ple pOin'[S)

Poses Scene Point Cloud Labels
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No. Phase Step Image Description

Transform the pick
points from the camera
reference frame to the
robot reference frame

Adjust Poses (1)

3 Adjust poses Adjust poses

<Poselist>
Unnamed

Output the workpieces’
poses for the robot to
pick

Output the vision

Procedure Out
result

;] A pick point refers to a point on the workpiece on which the robot can pick the object.

Adjust Step Parameters

In this section, you will deploy the project by adjusting the parameters of each Step.

Capture Images from Camera

You should adjust the parameters of the “Capture Images from Camera” Step to connect to the
camera.

1. Select the “Capture Images from Camera” Step, and click [ Select camera] on the Step
parameters tab.

Step Parameters
Step Name Capture Images from Camera_]
p Execution Flags
¥ (Camera Settings
v Camera Type Mech-Eye
Virtual Mode @
Camera D
CAMOD002
Camera Calibration Parameters
IP Address
Port

Timeout

Max Capture Attempts

Robot Service Name in Mech-Center

2. In the pop-up window, click g on the right of the camera serial No. to connect the camera.
After the camera is connected, the icon g will turn into B
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Import parameters

Detected cameras

Camera D Calibration Parameter Group

* ExternalZD EBUSCarnera

QAA3D2228A403YD2 Mot Connected
* Mech-Eye DEEP

QAA302228A403YD21 Mot Connected

QAA30229A403YD29 Mot Connected
* Mech-Eye Deep

QAC3021BA3002136 Mot Connected
* Mech-Eye LMNX_2020

LAAZSZIBASIAYD26 Mot Connected
* Mech-Eye L5R_L

WAAIDZZTAADIYPI2 Mot Connected
* Mech-Eye LSR_S

VAADBZ2AALDIYDIS Mot Connected

After the camera is connected, select the parameter group. Click [ Select from] and select the
displayed parameter group.
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Import parameters
Detected cameras

Camera D Calibration Parameter Group
s I".I'I'.'_'Lrl'l'__'p".'_' Ld%Ern

WAM3021BA3100734 Mot Connected
* Mech-Eye LaserEnhanced
WUM15206A300YF Mot Connected

* Mech-Eye Logh

(B NAC20215A300502

* Mech-Eye Mano
TAMO32164A300YF15 Mot Connected
TAMOB212A3020706 Mot Connected
* Mech-Eye PRO_M
Mot Connected
Mot Connected

* Mech-Eye ProLEnhanced

3. After the camera is connected and the parameter group is selected, the calibration parameter
group, IP address, and ports of the camera will be obtained automatically. Just keep the
default settings of the other parameters.
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Step Parameters

Step Mame Capture Images from Carnera_1

» Execution Flags
¥ Camera Settings
v Camera Type Mech-Eye

Virtual Mode W

Camera D

Camera Calibration Param...
IP Address
Port

Timeout

Max Capture Attempts

Robot Service Mame in Mech-Cen...

Now, you have connected the software to the camera.

3D Workpiece Recognition

The “3D Workpiece Recognition” Step has integrated a 3D Workpiece Recognition visualized
configurator, which provides point cloud preprocessing, model-based matching, and pose (pick
point) calculation.

Select the "3D Workpiece Recognition” Step, and click [ Open an Editor] on the Step parameters
tab.

¥ Configuration
Config File Path
Procedure File Path

Oml Path wp_reg/SuperStepEditWidget.qml | 53| 2

(@ Open an Editor

Select workpiece

The 3D Workpiece Recognition visualized configurator is shown below.
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Workpieces Select workpiece

No workpiece

Please click the button in right corner to select at

Then follow the procedure to recognize workpieces.

Select Workpiece

After entering the 3D Workpiece Recognition visualized configurator, you need to make the point
cloud model for the workpieces to recognize.

1. Open the Model Editor.

At the upper right corner of the 3D Workpiece Recognition visualized configurator, click [ Select
workpiece ].

i’ Select one or more workpiece point cloud models from the
Maodel Editor for recognition.

orkpieces Select workpiece

In the pop-up Workpiece Library window, click [ Model Editor].
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Workpiece Library

Select workpiece /2

No workpiece

Please go to the Model Editor to make a workpiece model.

The following figure shows the Model Editor.

Add model

Capture point cloud
Import CAD file

Import point cloud

2. Generate the point cloud model by capturing point clouds.
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a. Capture the depth map of the object.

Click the [ Capture point cloud ] button in the start screen, and select [ Capture point
cloud] in the pop-up window.

Due to the complex surface features of the chain link, it is recommended to create a
surface point cloud model for this workpiece. Therefore, clear the Use edge point cloud
checkbox. Then click the [ Capture object] button to capture the depth map of the target

object.

r
A Capture Peint Cloud 2

g
[ veesgomcons- |

The captured depth map of the target object and background is shown as below.

A Capture Point Cloud

Remove background Finish
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b. Capture background.

In the upper-right corner, click the [ Remove background ] button.

A Capture Point Cloud X

Re-capture object Remove background Finish

Remove the target object in the camera’s field of view first, and click [ Capture
background] again to capture a depth map of the background.

# Capture Point Cloud X

Capture background

The depth map of the background is shown as below. Then, click the [ Next ] button in the
upper-right corner.

Re-capture background
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c. Subtract the background.

Click [ Remove background] to generate a point cloud model of the target object, as
shown below.

# Capture Point Cloud

Back

Click [ Finish] to import the point cloud model of the target object to Matching Model and
Pick Point Editor.

A Capture Point Cloud

Point count threshold 30

3. Edit the point cloud model.

A generated point cloud model may not meet the actual requirement. In such case, you need to
edit the model, including removing outliers and downsampling the point cloud.

a. Remove unwanted points.

Click the ] button, select unwanted points to remove, and then click the [l button to
remove selected points.

As the figure above, selected points are unwanted points and can be removed by following
this step.
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b. Downsample the point cloud.

Point cloud downsampling aims to reduce the number of points in the point cloud model,
thus improving model matching efficiency.

Click the [ button and set the sampling interval in the pop-up window.

A Sampling Interval >

[3.00mm| 5|

Cancel

In the figure below, the left image is a point cloud model before downsampling, and the
right one is after downsampling with a sampling interval of 3 mm.

4. Add a pick point.

Click the [ button on the toolbar to add a pose as a pick point to the point cloud model of the
workpiece.
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¥ 150.00'Y: 60.00 Z: 25.00

12,896

5. Save the model and the pick point.

Close the Matching Model and Pick Point Editor, and click [ Yes ] in the pop-up window.

O Save all when exiting?

6. Select this workpiece from the Workpiece Library.

After closing the Matching Model and Pick Point Editor, select the saved point cloud model of
the workpiece, and click [ OK].
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Workpiece Library

Select workpiece 2 Model Editor

¥ Sampled

Subsequently, the target workpiece to recognize is displayed in the upper-right corner of the 3D
Workpiece Recognition visualized configurator.
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Select workpiece Preprocessing Recognition

i’ Select one or more workpiece point cloud models from the
Model Editor for recognition.

Workpieces Select workpiece

Sampled

Surface matching

Now, you have selected the workpiece. Click [ Next] on the bottom of the 3D Workpiece
Recognition visualized configurator.

Preprocessing

Preprocessing is used to set an effective region for recognition to exclude the point cloud of
unnecessary parts and keep only the point cloud of the workpiece, thus improving recognition

efficiency.

The following figure displays the Preprocessing interface.
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Select workpiec

Set region for recognition

Region of interest (3D ROI)

1. Set the region for recognition.

Click [ Settings].
Set region for recognition

Region of interest (3D ROI)

Run Step (Shift+R)

Mumber of recognized poses: == Cycle time: == ms

In visualized interface, set the region for recognition (3D ROI). Press and hold the Ctrl key,
select the vertices of the 3D ROI, and drag the 3D ROI to the proper size. The following figure
displays the set 3D ROI.

Aelelels Ba_.ii%'{?b'e-#;dj_ﬂate System
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2. Save the region for recognition.

Click [ Save and apply ] to save the region for recognition.

Set region for recognition

Region of interest (3D ROI)

Save and apply

3D ROI settings

Now, you have finished the preprocessing procedure. Click [ Next] at the bottom of the 3D
Workpiece Recognition visualized configurator to enter the recognition procedure.

uctions | ?

Recognize workpieces

In this procedure, you can adjust the 3D matching related parameters in a visualized manner, and
output the workpieces’ poses.

The following figure displays the Recognition interface.

1. Since the robot needs to pick and place one workpiece based on the returned vision result in
this tutorial, change the Output count upper limit parameter to 1 for this project.
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3D matching confidence threshold (2

9 0.300

Output count upper limit | ?

Run project (Ctrl+R)

2. View the visualized output result.

Click [Run Step].

Output count upper limit | 2

Run project (Ctrl+R)

Mumber of recognized poses: 0 Cycle time: 969.666 ms

You can view the visualized output result in the visualized area. As the figure below, the pose of
one workpiece is output.

3. Save the configuration.

Click the [ Finish] button at the bottom of the 3D Workpiece Recognition visualized
configurator.
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In the pop-up window, click [ Save].

O Save the configurations of workpiece "Sampled” befor

Now, you have recognized the workpiece and calculated its pick point.

Adjust poses

The pick points output by the “3D Workpiece Recognition” Step is in the camera reference frame.
To facilitate robot picking, you need to adjust the workpieces’ poses to transform them from the
camera reference frame to the robot reference frame.

1. Open the pose editor.

Select the “Adjust Poses” Step, and click [ Open pose editor] on the Step Parameters tab.

Step Paramneters

Step Mame
Execution Flags

. en pose editor
Operations

The following figure shows the pose editor.

Pose Step Editor - a X

2 Adju:

Effect: | Align

Preset edit mode

2. Adjust the reference frame.
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In the upper-left corner of the pose editor, set Effect to Camera_To_Robot.

1. Transform Type

Effect: Camera_To Robot -

3. View the reference frame transformation result.

At the bottom of the pose editor, click the [ Run] button.

Preset edit mode

You can see the transformed pick points in the Scene Viewer of the pose editor.

4. Save the configuration.

Close the pose editor, and click [ Save ] in the pop-up window.
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are changed...

e the editor. Please

Discard

Now, the reference frame of the pick points has been transformed.

Procedure Out

The “Procedure Out” Step sends the results of the current project to the backend service.

Up to now, you have deployed the Mech-Vision project.

3.5. Pick and Place

In this tutorial, you will learn how to write a robot program to build a simple pick-and-place
process.

In this tutorial, the robot program provides the following functions:

+ When the program is run once, the Mech-Vision project is run once.

- Every time the Mech-Vision project is run, one vision point (TCP) can be obtained by the robot.

+ The robot picks and places a workobject based on the returned vision result and the
programmed pick-and-place path.

P hitps://www.youtube.com/watch?v=J1wru_bfjtl/PLVcMd7cW2rXVirAejMyVQni2dUDv8bxje
(YouTube video)

Video Tutorial: Configuration and Running

Introduction to Communication

This section describes the fundamental principles of communication between Yaskawa robots
and the Mech-Mind Vision System briefly.

Yaskawa robots and the Mech-Mind Vision System use the Transmission Control Protocol (TCP)
Socket protocol (in ASCII data format) for the Standard Interface communication. During the
communication, the robot acts as a TCP client while the vision system acts as a TCP server. The
process of the communication between a robot and the vision system is shown as below.
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Vision System(TCP
sever)

Robot(TCP client)

Send TCP connection
request

Receive TCP
connection request

Connection

established Establish connection

Image capture,
> Receive data J—————— Workpiece Locating,
Path planning

A

Send data

request

Disconnect
gonnection?

Introduction to Programming

Disconnect TCP
connection

This section provides some basic knowledge that you should know to write a pick-and-place
program for Yaskawa robots.

The purpose of writing a robotic pick-and-place application program is to achieve Standard
Interface communication between a robot and the vision system, as well as enabling the robot to
perform pick-and-place tasks under vision guidance. This program contains a range of functions
such as TCP connection establishment/disconnection, data transfer, robot motion control, digital
output (DO) control, etc. When writing a pick-and-place program, you need to use two types of
commands: Yaskawa robot commands and Standard Interface commands.

Yaskawa Robot Commands

YASKAWA robot commands refer to the commands supported by the YASKAWA INFORM robot
language, including input/output commands, control commands, math commands, motion
commands, shift commands, and additional commands. Section Yaskawa Robot Command
Reference will briefly introduce the commands used for writing a pick-and-place program.

Standard Interface Commands

Standard Interface commands refer to the commands supported by the Standard Interface
program loaded to the YASKAWA robot. These commands are used for Standard Interface
communication with the vision system and include commands related to TCP socket
communication, data exchange, and other functions. For the Standard Interface commands
supported by YASKAWA robots, please refer to YASKAWA Standard Interface Functions.

The Standard Interface commands supported by Yaskawa robots are encapsulated in the frontend
programs (Jobs) loaded to the robot. After loading frontend programs to the robot, you can use

the YASKAWA command CALL to call a Standard Interface command encapsulated in a frontend
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program, for example: CALL JOB :MM_OPEN_SOCKET.

How to Write a Pick-and-Place Program?

The easiest way to write a pick-and-place program is to modify an existing example program and
debug it.

To facilitate the quick preparation of a pick-and-place program in collaboration with the Mech-Mind
Vision System, Mech-Mind provides three pick-and-place example programs. This tutorial will
modify the first example program and debug it. This example program enables a simple pick-and-
place, where one vision point is obtained at a time from the vision system (only Mech-Vision used),
and then picks and places the target object.

The code for this example program is displayed below:

NOP

Dk kkkkkkhkhkkkkhkhkkhkkkhhkkkkhkkkkk
"FUNCTION:simple pick and place
‘with {product-vis}

‘mechmind, 2022-5-27
Pkkkkkhkkhkkhkhkkhkkhkhkhkhkhkkhkhkkhkkhkkkk
‘clear I50 to I69

CLEAR I050 20

‘Initialize p variables

SUB PO70 PO70

SUB PO71 PO71

‘set 200mm to Z

SETE PO70 (3) 200000

‘move to the home position

MOVJ VJ=80.00

‘move to the camera position
MOVJ VJ=80.00 PL=0

'set ip address of IPC

CALL JOB:MM_INIT_SOCKET ("192.168.170.22;50000;1")
TIMER T=0.20

CALL JOB:MM_OPEN_SOCKET

‘set vision recipe

CALL JOB:MM_SET_MODEL ("1;1")
TIMER T=0.20

"Run vision project

CALL JOB:MM_START_VIS ("1;0;2")
TIMER T=1.00

"get result from Vis

CALL JOB:MM_GET_VISDATA ("1;50;51;52")
TIMER T=0.20

PAUSE IF I1052<>1100

'set the first pos to P@77;
'set labels to I61;

'set speed to 162;
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CALL JOB:MM_GET_POSE ("1;71;61;62")
SFTON PO70

MOVJ PO71 VJ=50.00

SFTOF

MOVL PO71 V=80.0 PL=0
"enable gripper

DOUT OT#(1) ON

SFTON P@70

MOVJ PO71 VJ=50.00

SFTOF

MOVJ VJ=80.00

"drop point

MOVJ VJ=80.00 PL=0
'release gripper

DOUT OT#(1) OFF

CALL JOB:MM_CLOSE_SOCKET
END

The pick-and-place process built by the preceding example program is shown in the figure below.
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o the initia
position

End communication

The following table describes each step in the pick-and-place process and the required
modification.

NOP

‘clear 150 to I69

CLEAR 1050 20

‘Initialize p
Initialize variables variables

SUB P@70 PO7/0

SUB PO71 PO71

‘set 200mm to Z

SETE PO70 (3)

200000

This step initializes integer variables and
position variables used in the program.
Usually no modification of the
corresponding code block is required.
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Step

Move to the initial position

Move to the image-
capturing position

Establish communication

Start Mech-Vision project
for vision recognition

Code

‘move to the home
position
MOVJ VJ=80.00

‘move to the
camera position
MOVJ VJ=80.00 PL=0

'set ip address of
IPC

CALL
JOB:MM_INIT_SOCKET
("192.168.170.22;5
0000;1")

TIMER T=0.20

CALL

JOB :MM_OPEN_SOCKET

'set vision recipe
CALL
JOB:MM_SET_MODEL
("1;1")

"Run vision
project

CALL
JOB:MM_START_VIS
("1;0;2")

© 2023 Mech-Mind Robotics Technologies Ltd.
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Description

This step moves the robot TCP to the
initial position in the TEACH mode. The
initial position is the starting point of the
robot motion, and it should also be a safe
position. At this position, the robot should
be away from the objects to pick and the
surrounding devices, and should not block

the camera’s field of view (FOV).
Teach the initial position in this step.

This step moves the robot TCP to the
image-capturing position in the TEACH
mode. The image-capturing position refers
to the position where the robot captures
images. At this position, the robot arm

should not block the camera’s FOV.
Teach the image-capturing position in this
step.

This step initializes the parameters
involved in communication and
establishes TCP Socket communication

with the vision system.

In this step, you need to modify the
corresponding parameters (the IP address
and port of the IPC) of the “Initialize
Communication” command
(MML_INIT_SOCKET).

In this step, you need to switch the Mech-
Vision parameter recipe (necessary for
more than one workobject), and then start
Mech-Vision project to recognize the
picking poses of workobjects. In this
tutorial, only one type of workobject is
involved, so there is no need to switch the

parameter recipe.

In this step, you are required to comment
out the “Switch Mech-Vision Recipe”
command (MM_SET_MODEL) and modify
the parameter of the “Start Mech-Vision
Project” command.
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Step Code

‘get result from
Vis

CALL
JOB:MM_GET_VISDATA
("1;50;51;52")
TIMER T=0.20

PAUSE TIF
1052<>1100

'set the first pos
to PO71;

‘set labels to
161;

‘set speed to 162;
CALL
JOB:MM_GET_POSE
("1;71;61;62")

Get vision points

SFTON P@70
Move to the approach MOVJ PO71 VJ=50 00
waypoint of picking o
SFTOF

MOVL PO71 V=80.0
PL=0

Move to the picking
waypoint

© 2023 Mech-Mind Robotics Technologies Ltd.
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Description

This step obtains the vision point from
Mech-Vision and saves the TCP, its
corresponding label value and speed value

in variables.

In this tutorial, the robot obtains a vision
point from Mech-Vision at a time. You can
use the code snippet in the example
directly without modification.

This step moves the robot TCP to the
approach waypoint of picking, which
prevents the robot from colliding with
scene objects (such as bins) when moving
directly from the image-capturing position
to the picking waypoint.

The sample code moves the robot TCP to
200 mm above the picking waypoint
(PO71) by default (the approach waypoint
of picking). If the distance between the
approach waypoint of picking and the
picking waypoint is too short, you can
modify the Z-axis value of variable P070.

'set 200mm to Z
SETE P070 (3) 200000

This step moves the robot TCP to the
picking waypoint (PO71).

The example moves the robot TCP from
the approach waypoint of picking to the
picking waypoint in linear motion by
default. You can use the code snippet in
the sample directly without modification.
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Step Code

‘enable gripper

Set DO to perform picking DOUT OT#(1) ON

v o the denart SFTON PO70
V
ove 1o the departure MOVJ PO71 VJ=50.00
waypoint of picking

SFTOF

Move to the intermediate

: MOVJ VJ=80.00 PL=0
waypoint
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Description

This step expands the claw gripper to pick
workobjects.

The claw gripper used in this tutorial will
expand to pick workobjects when general
output signal with ID 2 is connected.
Therefore, this step requires modifying the
general output signal ID to 2. In real
application scenarios, please modify the
general output signal ID according to the
actual situation.

This step moves the robot TCP to the
departure waypoint of picking, which
prevents the robot from colliding with
scene objects (such as bins) after picking
the workobjects.

The example program moves the robot
TCP to 200 mm above the picking
waypoint (P071) by default (the departure
waypoint of picking). If the distance
between the departure waypoint of picking
and the picking waypoint is too short, you
can modify the Z-axis value of variable
P070.

'set 200mm to Z
SETE PB70 (3) 200000

The Z-axis value of variable
P070 is shared by the
approach waypoint of
picking and the departure
waypoint of picking as the
offset from the Z-axis of the
picking pose. If the Z-axis
value of variable P070 is
modified, both the approach
waypoint of picking and the
departure waypoint of
picking will be affected.

This step moves the robot TCP to the
intermediate waypoint in the TEACH
mode, which prevents the robot from
colliding with scene objects.

Teach the intermediate waypoint in this

step. Add more intermediate waypoints
according to your needs.
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Step Code Description

This step moves the robot TCP to the
Move to the placing "drop point placing waypoint in the TEACH mode.
waypoint MOVJ VJ=80.00 PL=0

Teach the placing waypoint in this step.

This step opens the claw gripper to place
workobjects.

The claw gripper used in this tutorial will
open to place workobjects when general
output signal with ID 1 is connected.
Therefore, this step requires modifying the
state of the general output with signal ID 1
to ON. In real application scenarios, please
modify the general output signal ID and
state according to the actual situation.

‘enable gripper

Set DO to perform placing DOUT OT#(1) OFF

CALL .
o JOB:MM_CLOSE_SOCKE 1 is step ends TCP Socket
End communication . communication. This line of code does not
need to be modified.
END
For more information about the example program, please refer to Explanations to the
Example Program.

Modify and Debug the Example Program

The robot pose in this example program is TCP. Before modifying and debugging the example
o program, please switch the tool number to the gripper No. (for example, 01) and complete the
TCP settings of the tool.

Open the Example Program

To modify and debug the robot pick-and-place example program, you need to open the example
program first:

1. In the Online mode, select JOB » SELECT JOB on the Main Menu to enter the JOB LIST
interface.

2. Select the mm_sample program and press the Select key to open it.

The code snippet at the beginning of the example program initializes variables and usually
does not need to be modified.

Move to the Initial Position

This step moves the robot TCP to the initial position in the TEACH mode. Teach the initial position
for the robot here.

This step requires modifying the code snippet below.

‘move to the home position
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MOVJ VJ=80.00

Perform the following operations to teach the initial position for the robot:

1. Twist the mode key on teach pendant to TEACH to enter the TEACH mode.

2. Manually move the robot to the initial position so that the program can start executing from
the beginning.

3. Press the W key on the teach pendant to select the line "MOVJ VJ=80.00", press the Modify

key, and then press the Enter key to confirm changing the initial position to the robot’s
current TCP.

(5 ] "VJ=80.00" means the joint speed is 80%. This parameter can remain unchanged.

Move to the Image-capturing Position

This step moves the robot TCP to the image-capturing position in the TEACH mode. Teach the
image-capturing position for the robot here.

This step requires modifying the code snippet below.

‘move to the camera position
MOVJ VJ=80.00 PL=0

Perform the following operations to teach the image-capturing position for the robot:

1. In the TEACH mode, manually move the robot to the image-capturing position.

2. Press the ¥ key on the teach pendant to select the line "MOVJ VJ=80.00 PL=0", press the

Modify key, and then press the Enter key to confirm changing the image-capturing position
to the robot's current TCP.

"VJ=80.00" means the joint speed is 80%; "PL=0" means the position level is 0. These two
parameters can remain unchanged. The position level is used to determine how close the
robot is to the teaching position when it is in that position. The value range is from 0 to 8,
with smaller values indicating closer proximity.

Establish Communication

This step begins the communication between the robot and the vision system. In this step, you
need to modify the corresponding parameters (the IP address and port of the IPC) of the “Initialize
Communication” command (MM_INIT_SOCKET).

The code snippet that needs to be modified is as follows.
'set ip address of IPC
CALL JOB:MM_INIT_SOCKET ("192.168.170.22;50000;1")

TIMER T=0.20
CALL JOB:MM_OPEN_SOCKET
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Perform the following operations to modify the parameters of the “Initialize Communication”
command:

1. In the TEACH mode, press the ¥ key on the teach pendant to select the line “CALL
JOB:MM_INIT_SOCKET ("192.168.170.22;50000;1")" and press the Select key.

2. Use the soft keyboard on the teach pendant screen to modify "192.168.170.22" and "50000" to

the IP address and port of the IPC respectively, and then press the Confirm key on the screen
to confirm the modification.

Start Mech-Vision Project for Vision Recognition
This step starts the Mech-Vision project to perform vision recognition and output vision results.

In this step, you need to modify the parameters of the “Trigger Mech-Vision Project” command. In
this tutorial, only one type of workobject is involved, so you need to comment out the “Switch
Mech-Vision Recipe” command.

The code snippet that needs to be modified is as follows.

CALL JOB:MM_SET_MODEL ("1;1")
"Run vision project
CALL JOB:MM_START_VIS ("1;0;2")

Perform the following operations to comment out the “Switch Mech-Vision Recipe” command and
then modify the parameters of the “Trigger Mech-Vision Project” command:

1. In the TEACH mode, press the ¥ key on the teach pendant to select the line “CALL
JOB:MM_SET_MODEL ("1;1")", click the Edit tab, then select the [ Comment] button and press

the Select key on the teach pendant.

this case, the second parameter needs to be modified to the parameter recipe No.

o When the project contains multiple workobjects, you need to use the parameter recipe. In
corresponding to the current workobject.

2. Press the ¥ key on the teach pendant to select the line “CALL JOBMM_START_VIS ("1;0;2")"
and press the Select key.

3. Use the soft keyboard on the teach pendant screen to modify the parameters of the

"MM_START_VIS" command (for example, 1;1;0), and then press the Confirmkey on the
screen to confirm the modification.

o Theinitial value “1" indicates the project ID of Mech-Vision. The project ID used in this
tutorial is 1, therefore no modification is required.

o The initial value “0” indicates the number of vision points obtained from Mech-Vision each
time. In this tutorial, only one vision point is obtained at a time, therefore you need to
modify this value to 1.

o The initial value “2" indicates whether to send the robot’s’ pose. In this tutorial, there is no
need to send the robot’s pose to Mech-Vision, so you need to modify this value to 0.
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Get Vision Points

This step obtains the vision result from Mech-Vision and determines whether the result is obtained

successfully. If the acquisition is successful, the pose of the vision point goes into the position

variable PO71; the label value corresponding to the pose goes into the integer variable 1067; and the

movement speed corresponding to the pose goes into the integer variable 1062.

The code snippet corresponding to this step can be used directly without modification.

‘get result from Vis

CALL JOB:MM_GET_VISDATA ("1;50;51;52")
PAUSE IF I052<>1100

'set the first pos to P@71;

'set labels to I61;

'set speed to 162;

CALL JOB:MM_GET_POSE ("1;71;61;62")

Move to the Approach Waypoint of Picking
This step moves the robot TCP to the approach waypoint of picking.

+ In order to avoid the robot’s end tool from colliding with the bin or other workobjects

when reaching the picking waypoint, the robot TCP is usually moved to a certain distance
directly above the picking waypoint (the approach waypoint of picking) and then moves

o in linear motion to the picking waypoint.

+ You can change the Z-axis value of the picking waypoint pose to get the approach
waypoint of picking pose.

The code snippet corresponding to this step can be used directly and usually does not need to be

modified. In this tutorial, the Z-axis offset is 200 mm, which can be modified as needed.

‘set 200mm to Z
SETE P070 (3) 200000
SFTON PO70

MOVJ PB71 VJ=50.00
SFTOF

Move to the Picking Waypoint

The step moves the robot TCP from the approach waypoint of picking to the picking waypoint in

linear motion.

The code snippet corresponding to this step can be used directly without modification.

MOVL PO71 V=80.0 PL=0
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Set DO to Perform Picking

output signal. Connecting the general output signal with ID 2 will expand the claw gripper,

o The end tool used in this tutorial is an expanding claw gripper, which is controlled by an
while connecting the general output signal with ID 1 will open the claw gripper.

This step expands the claw gripper by connecting the output signal with ID 2 to pick workobjects.
Therefore you need to modify the output signal ID to 2.

The code snippet that needs to be modified is as follows in this step.

"enable gripper
DOUT OT#(1) ON

Perform the following operations to modify the output signal ID to 2:

1. In the TEACH mode, press the ¥ key on the teach pendant to select the line “DOUT OT#(1) ON”
and pressthe Select key.

2. Modify the output signal ID from 1 to 2, and then press the Confirm key on the screen to
confirm the modification.

Move to the Departure Waypoint of Picking

The step moves the robot TCP from the picking waypoint to the departure waypoint of picking in
linear motion.

+ In order to avoid the robot’s end tool from colliding with the bin or other workobjects
when leaving after picking the workobjects, the robot TCP is usually moved to a certain
distance directly above the picking waypoint (the departure waypoint of picking) and then
leaves from this position for placement.

o + You can change the Z-axis value of the picking waypoint pose to get the departure
waypoint of picking pose.

- Usually the approach waypoint of picking and departure waypoint of picking are at the
same position. In this tutorial, the approach waypoint of picking and departure waypoint
of picking are both located 200 mm directly above the picking waypoint.

The code snippet corresponding to this step can be used directly and usually does not need to be
modified.

‘set 200mm to Z
SETE P070 (3) 200000

SFTON PO70
MOVJ PO71 VJ=50.00
SFTOF

Move to the Intermediate Waypoint

This step moves the robot TCP to the intermediate waypoint in the TEACH mode.
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In order to prevent the robot from collision, an intermediate waypoint is usually added
between the departure waypoint of picking and the placing waypoint. In this tutorial, only one
intermediate waypoint is involved. You can add more waypoints to optimize the placing path
in real application scenarios.

This step requires modifying the code snippet below.
MOVJ VJ=80.00

Perform the following operations to teach the intermediate waypoint for the robot:

1. In the TEACH mode, manually move the robot to a proper intermediate waypoint.

2. pressthe W key on the teach pendant to select the line "MOVJ VJ=80.00", press the Modify

key, and then press the Enter key to confirm changing the intermediate waypoint to the
robot’s current TCP.

Move to the Placing Waypoint

This step moves the robot TCP to the placing waypoint in the TEACH mode.

This step requires modifying the code snippet below.

"drop point
MOVJ VJ=80.060 PL=0

Perform the following operations to teach the placing waypoint for the robot:

1. In the TEACH mode, manually move the robot to the placing waypoint.

2. Press the ¥ key on the teach pendant to select the line "MOVJ VJ=80.00 PL=0", press the

Modify key, and then press the Enter key to confirm changing the placing waypoint to the
robot’s current TCP.

Set DO to Perform Placing

This step opens the claw gripper by connecting the output signal with ID 1 to place workobjects.
The code snippet corresponding to this step is as follows. You need to connect the output signal
with ID 1, that is, change OFF to ON.

'release gripper
DOUT OT#(1) OFF

End Communication

This tutorial shows an example of a single pick-and-place. After finishing that, disconnect the
communication by calling the "MM_CLOSE_SOCKET" command.
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CALL JOB:MM_CLOSE_SOCKET

Vision System Tutorial

So far, the modification of the example program is completed. You can test it now.

Run and Test

1. Twist the mode key on the teach pendant to PLAY to enter the REPEAT mode.

2. Press the SERVO ON READY key on the teach pendant, and then press the blue [ Run] button.

The robot will automatically run the pick-and-place program to pick and place a workobject.

Please pay close attention to the robot motion trajectory. In an emergency, press the
emergency stop key.

Now you have completed a simple robot pick-and-place program.

Reference

Yaskawa Robot Command Reference

For a more detailed introduction to Yaskawa robot commands, please refer to the
"YRC1000/YRC1000micro/DX200 INFORM Manual" that comes with the robot.

Com

mand Description

This is the program’s
initial command and
does not perform any
operations.

NOP

Specify comment.

END  End the program.

Clear the values of
variables after the
specified index in
Data1to 0, as
specified by Data 2.

CLEA

Subtract Data 2 from
SUB  Data 1 and save the
result to Data 1.

Set Data 2 to the
SETE elements of position
variables in Data 1.

Grammar

NOP

"the string to be
commented

END

CLEAR <Data 1>
<Data 2>

SUB <Data 1> <Data
7>

SETE <Data 1> <Data
7>
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NOP

"Run vision project

END

CLEAR I050 20
Clear variables 150 to 169 (20 in total) to 0.

SUB PB70 PO70

Subtract the variable PO70 from the position
variable PO70 and save the result to the
variable PO70.

SETE P070 (3) 200000

Increase the Z-axis value of variable P070
by an offset of 200,000 (in micrometers,
equivalent to 200 millimeters).
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Com

mand Description Grammar Example

Move the robot to the
teaching position by
using MOVJ
gitt:gﬁglopﬁiém Joint MOV file number of MOV VJ=88 00
MOVJ commahd is used the robot teaching The .

position VJ = joint pose corresponds to when the robot

within a range that speed (%) joint moves to the teaching position.
does not limit the

trajectory of the
robot when it moves
to the destination.

Move the robot to the

teaching position by

using the MOVL

instructions (in linear MOVL file number of

motion). The robot the robot teaching MOVL P@71 V=80.0 PL=0

MOVL moves to the pose in  position V = TCP The robot moves to the specified pose by
linear motion, which  speed (mm/s) PL = PQ71 in linear motion.
is recorded in the Position Level (0~8)

program after
completing the
teaching.

CALL JOB:MM_OPEN_SOCKET
Call the specified CALL JOB: Name of  Start TCP connection by calling the
program. the called program  standard Interface command

‘MM_OPEN_SOCKET".

CALL

TIME  Stop the robot for a TIMER T= time (s) TIMER T=0.20
R specified time. The robot stops for 0.2 seconds.

PAUSE IF I052<>1100
PAUSE IF If the 1052 variable value is not equal to
1100, program execution is paused.

PAUS Pause the execution
E of the program.

This command is
used to determine
various conditions

when the robot is |F<ObJect_1> PAUSE IF 1052<>1160
IF moving. Use this Operator (=, <>,etc)  |f the 1052 variable value is not equal to
comma‘nd after other <Object 1> 1100, program execution is paused.

commands for
processing.
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Com

Description Grammar
mand

The robot starts to
move in parallel. The
parallel moving
distances are the

SFTO SFTON No. of the

incremental values of

axis in the frame,
which are set in
position variables.

The robot ends
moving in parallel.
SFTO This command is
F typically used in pairs
with the SFTON
command.

SFTOF

This command is
used to connect and
disconnect the

. ON/OFF
general output signal.

Explanations to the Example Program

NOP

X-axis Y-axis and z. Position variable

DOUT OT#(ID of the
DOUT output signal)

Vision System Tutorial

Example

SETE P@70 (3) 200000
SFTON P070

MOVJ P@71 VJ=50.00
SFTOF

The robot moves to 200 mm above the
picking waypoint (P071) in joint motion, that
is, the approach waypoint of picking.

SFTOF

DOUT OT#(1) ON
Connect the general output signal with ID 1.

DOUT OT#(1) OFF
Disconnect the general output signal with ID
1.

Description: This is the program'’s initial command, which marks the start of the program.

‘clear I50 to I69
CLEAR I050 20

Description: Clear the values of integer variables 150 to 169 to zero. In this tutorial, variables 150
to 169 are mainly used to save states, number and label values.

'Initialize p variables
SUB PB70 P0O70
SUB PB71 PB71

Description: Reset the values of position variables P070 and P071 to 0. In this tutorial, the
variable P0O71 is used to save the picking pose. The Z-axis value of PO70 variable saves the
offset of the approach waypoint of picking and the departure waypoint of picking on the Z-axis

relative to the picking waypoint.
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'set 200mm to Z
SETE PO70 (3) 200000

Description: Save the Z-axis offset of the approach waypoint of picking and departure waypoint
of picking relative to the picking waypoint as the Z-axis value of the P0O70 variable, in microns.
In this tutorial, the default offset is 200000 microns, that is, 200 millimeters.

‘move to the home position
MOVJ VJ=80.00

Description: This command moves the robot TCP to the initial position in the TEACH mode.
"VJ=80.00" means the joint speed is 80%. Teach the initial position here.

‘move to the camera position
MOVJ VJ=80.00 PL=0

Description: This command moves the robot TCP to the image-capturing position in the
TEACH mode. "VJ=80.00" means the joint speed is 80%; "PL=0" means the position level is 0.
The position level is used to determine how close the robot is to the teaching position when it
is in that position. The value range is from 0 to 8, with smaller values indicating closer
proximity.

'set ip address of IPC
CALL JOB:MM_INIT_SOCKET ("192.168.170.22;50000;1")

Description: This command initializes communication parameters (the IP address and port of
the IPC).

TIMER T=0.20
Description: Set the robot to stop for 0.2 seconds.
CALL JOB:MM_OPEN_SOCKET
Description: This command establishes TCP Socket communication with the vision system.

'set vision recipe
CALL JOB:MM_SET_MODEL ("1;1")

Description: This command switches the parameter recipe of the project. When the project
contains multiple workobjects, you need to use the parameter recipe.
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'Run vision project
CALL JOB:MM_START_VIS ("1;0;2")

Description: Start Mech-Vision Project for Vision Recognition. You need to set the parameters
of the "MM_START_VIS" command correctly.

‘get result from Vis
CALL JOB:MM_GET_VISDATA ("1;50;51;52")

Description: This command is used to obtain vision points, and save the states of whether the
vision points have been sent, the number of returned poses, and the command status code to
variables 1050~1052 respectively.

PAUSE IF I052<>1100

Description: If the command status code (1052 variable value) is not equal to 1100 (normal
code), program execution is paused.

'set the first pos to P071;

'set labels to I67;

'set speed to 162;

CALL JOB:MM_GET_POSE ("1;71;61;62")

Description: Save the first pose along with its corresponding label value and motion speed into
variables P071, 1067, and 1062 for future reference from the vision result obtained.

SFTON PO70
MOVJ PO71 VJ=50.00
SFTOF

Description: Use the SFTON command to move the robot TCP in joint motion from the image-
capturing position to the approach waypoint of picking. The Z-axis offset of the approach
waypoint of picking relative to the picking waypoint is determined by the Z-axis value of
variable P070.

MOVL PO71 V=80.0 PL=0

Description: This command moves the robot TCP to the picking waypoint (the pose specified
by the variable PO71) in linear motion. The TCP speed is 80 mm/s and the position level is 0.

"enable gripper
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DOUT OT#(1) ON

Description: Control the gripper to pick workobjects by connecting the output signal with ID 1.
In real application scenarios, you may modify the output signal ID according to the actual
situation.

SFTON PO70
MOVJ PO71 VJ=50.00
SFTOF

Description: Use the SFTON command to move the robot TCP in linear motion from the picking
waypoint to the departure waypoint of picking. The Z-axis offset of the departure waypoint of
picking relative to the picking waypoint is determined by the Z-axis value of variable P070.

MOVJ VJ=80.00

Description: This command moves the robot TCP to the intermediate waypoint in the TEACH
mode, which prevents the robot from colliding with scene objects. Teach the intermediate
waypoint here.

"drop point
MOVJ VJ=80.00 PL=0

Description: This command moves the robot TCP to the intermediate waypoint in the TEACH
mode, which prevents the robot from colliding with scene objects. Teach the intermediate
waypoint here.

'release gripper
DOUT OT#(1) OFF

Description: Control the gripper to place workobjects by disconnecting the output signal with
ID 1. In real application scenarios, you may modify the output signal ID and state according to
the actual situation.

CALL JOB:MM_CLOSE_SOCKET
Description: This command ends TCP Socket communication with the vision system.
END

Description: End the program.

© 2023 Mech-Mind Robotics Technologies Ltd. 182



i o/

MECH MIND Vision System Tutorial

4. Getting Started Tutorial: Vision-Guided
Robotic Depalletizing of Cartons (Master-
Control Communication)

In this tutorial, you will learn how to deploy a simple 3D vision-guided robotic application of
depalletizing cartons in the Master-Control communication mode.

Application Overview

- Camera: Mech-Eye DEEP camera, mounted in eye to hand (ETH) mode
* Robot: ABB_IRB_1300_11_0_9
- Workobject: single-case cartons

- Used software: Mech-Vision 1.7.4, Mech-Viz 1.7.4, Mech-Center 1.7.4, and Mech-Eye Viewer
2.1.0

« Communication mode: Master-Control communication

- If you are using a different camera model, robot brand, or workobject than in this example,
O please refer to the reference information provided in the corresponding steps to make
- adjustments.

P https://www.youtube.com/watch?v=9QrLGzeLI3Y/PLVcMd7cW2rXWbHhTQX8m2R 1r6PhX6vrC
| (YouTube video)

Getting Started Tutorial: Vision-Guided Robotic Depalletizing Overview

Explanation of Terms

Pallet A platform device used to hold goods (such as cartons)

A task that a robot performs to disassemble objects from a

Depalletizing pallet as required under the vision guidance

A task that a robot performs to place objects at specified

Palletizing positions on a pallet under the vision guidance

Depalletize single-case cartons (with the same dimensions)

Single-case depalletizing from a pallet

Depalletize single-case cartons (with different dimensions) from

Mixed-case depalletizing a pallet
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Single-case Mixed-case
depalletizing depalletizing

How to Deploy a Vision-Guided Robotic Application?

The deployment of the vision-guided robotic application can be divided into five phases, as shown

in the figure below:

The following table describes the five phases of deploying a vision-guided robotic application.

No. Phase

Vision system
hardware setup

Robot

2 communication
setup

3 Hand-eye
calibration

4 Carton locating

5 Pick and place

Description
Install and connect hardware of the Mech-Mind Vision System.

Load the robot master-control program and the configuration files
to the robot system and set up the communication between the
vision system and the robot, thus helping the Mech-Mind Vision
System obtain control over the robot.

Perform the automatic hand-eye calibration in the eye-to-hand
setup, to establish the transformation relationship between the
camera reference frame and the robot reference frame.

Use the case project “Single_Case_Cartons” to locate cartons and
provide guidance for accurate robot picking.

Build the workflow for a Mech-Viz project to plan a collision-free
robot path for picking and placing cartons.

Next, follow subsequent sections to complete the application deployment.

4.1. Vision System Hardware Setup

In this tutorial, you will learn how to build the Mech-Mind Vision System.

Follow the steps below to build the Mech-Mind Vision System: Check the contents of the package
— Install the hardware — Connect the network — Upgrade the software (optional) — Confirm
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that the vision system can capture images normally.

Vision System Tutorial

P https://www.youtube.com/watch?v=N8iwcoSjEdU/PLVcMd7cW2rXWbHhTQX8m2R 1r6PhX6vr

Cl (YouTube video)

Video Tutorial: Vision System Hardware Setup

Check Contents of the Package

1. Make sure that the package is intact when you receive it.

2. Check the contents against the “packing list” in the package to ensure that no devices or
accessories are missing or damaged.

The following figure shows the devices and accessories included in a vision system shipment. The
table below is for reference only. Please take the “packing list” in the package as final.

No. Category
1
2 IPC and
accessories
3
4
Camera and
5 accessories
6

Name

IPC

IPC accessories

IPC power cable and
adapter

Mech-Eye Industrial 3D
Camera

User manual

Camera accessory box

© 2023 Mech-Mind Robotics Technologies Ltd.

Function

Provides running environment for
Mech-Mind software

Provides IPC accessories, such as
antennas for WIFI connection

Supplies power to IPC

Captures images

Mech-Eye Industrial 3D Camera User
Manuals

Mounts the camera
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No.

10

11

12

13

Q

Category

Project
accessories

Name
License dongle

Calibration board

Flange adapter

Camera DC power cable
(standard: 20 meters)

Camera Ethernet cable
(standard: 20 meters)

DIN rail power supply
(standard)

Packing list

Vision System Tutorial

Function
Authorizes the Software Suite license
Calibrates the camera

Connects the calibration board to the
robot flange

Connects the camera and the DIN rail
power supply; Longer power cables
are an option

Connects the camera and the IPC,;
longer camera Ethernet cables are an
option

Supplies power to Mech-Eye Industrial
3D Camera; The camera power
adaptor is an option

Lists all the devices and accessories
in the package

Contact Mech-Mind if any items are missing or damaged.

Prepare Other Materials

In this tutorial, besides the items in the package, you still need to prepare the materials shown in
the following table by yourself.

Iltem

Monitor

HDMI cable
RJ45 Ethernet cable

Function

Provides display for the IPC

Connects the monitor and the IPC

Connects the IPC and the robot controller

In this tutorial, the IPC and robot controller are directly connected through an RJ45-to-RJ45
Ethernet cable, and the IPC and the camera are directly connected through the camera
Ethernet cable. Alternatively, you can use a router to connect the IPC and the robot controller,
and the IPC and the camera, which is not covered in this topic.

Install Hardware

Mount the Camera

In this tutorial, the camera is mounted on the camera mounting frame (that is the eye to hand
(ETH) mounting mode). In addition, the camera can also be mounted onto the end terminal of
the robot (that is the eye in hand (EIH) mounting mode).

1. Get the camera mounting bolts and wrench from the camera accessory box.

2. Tighten the two bolts with the wrench as shown below.

© 2023 Mech-Mind Robotics Technologies Ltd.
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3. Please remove the lens protection film after mounting the camera.

4. Power the camera with the DIN rail power supply.

o Connect the DC power cable:
= Connect the +V wire to the +V connectors of the 24 V output connectors;

= Connect the -V wire to the -V connectors of the 24 V output connectors;

= Connect the PE wire to the 220 V input connector (D).

o "y

- + + h=
e ;
[ — —
240 output connectar R —

-

©- | o)

@ @ @ L1l
W ek N
L y u| -

220V input connector |

AC pawer cable OC power cable

5. Install the Ethernet cable of the camera.

Make sure the bump of the M12 connector and the notch of the ETH port, and tighten the nut
after plugging in the cable.
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Mount the IPC

The IPC is normally mounted in the control cabinet of the robot. The environment in which the
<r > IPC is mounted requires good heat dissipation, ventilation, and dust protection. It should be
mounted at a location where Ethernet cables, HDMI cable, and USB ports can be easily

- .
mounted and serviced.

To mount the IPC, follow these steps:

1. Prepare the wrench, bolts, nuts, and gaskets that are not included in the package beforehand.

2. If the robot controller is designed with mounting holes for the IPC in it, secure the IPC in the
controller: place the bolt, gasket, and nut one by one, and tighten the two bolts with a wrench,
as shown below.

Nut
Gasket
Bolt hole
Bolt
(r) If the location of the robot controller is already fixed, skip this step and just place the IPC
inside the controller.

3. Connect the IPC and the monitor with the HDMI cable.

Plug one end of the HDMI cable into the HDMI port of the monitor, and the other end into the
HDMI port of the IPC, as shown below.
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MMV S~
[

0

I

IPC HDMI cable Monitor

4. Connect the IPC to the power supply unit with the power adaptor.

Plug the power cable of the power adaptor into the power connector of the IPC. Connect the
adaptor to the power supply on the other end.

5. Insert the license dongle.
Plug the license dongle into a USB port of the IPC.

6. After the IPC is connected to the power supply, switch on the IPC.
o If the IPC is started normally, the power indicator should be solid on.

o If the IPC cannot be started, contact Mech-Mind Technical Support.

Connect the Network

In this section, you will learn how to connect the network between the IPC and the camera, and
between the IPC and the robot.

In the following sections, the following IP addresses will be used for network settings. Please
adjust the network settings according to your actual network environment.

Device IP Address

Ethernet port connectingto  192.168.100.10
the camera

Ethernet port connectingto  192.168.200.10
the robot controller

Camera 192.168.100.20

Robot 192.168.200.20 (already set
on the robot)

IPC

Connect the IPC and the Camera, and the IPC and the Robot Controller

1. Plug the other end of the Ethernet cable connected to the camera into an Ethernet port of the
IPC.
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« RJ45 connector

Ethernet cable (for controller)

2. Use an RJ45-to-RJ45 Ethernet cable to plug one end into the Ethernet port of the robot

controller and the other end into an Ethernet port of the IPC.

Set the IP Addresses on the IPC

1. Select Control Panel » Network and Internet > Network and Sharing Center » Change adapter
settings on the IPC. The Network Connections page will be displayed.

2. Right-click the Ethernet port connected to the camera, and select Rename to rename the

Ethernet port, such as “To_camera”.

3. Right-click the Ethernet port connected to the camera, and select Properties to enter the

Ethernet Properties page.

4. Select the Internet Protocol Version 4 (TCP/IPv4) checkbox, and then click the [ Property |
button to enter the Internet Protocol Version 4 (TCP/IPv4) Properties page.

5. Select the Use the following IP address radio button, set the IP address parameter to
“192.168.100.10", Subnet mask to “255.255.255.0", and Default gateway to “192.168.100.1",

and then click the [ OK ] button.

© 2023 Mech-Mind Robotics Technologies Ltd.
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nternet Protocol Version 4 (TCP/IPv4) Properties X
General

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically

0 Use the following IP address:

1P address: 192 . 168 . 100 . 10
Subnet mask: 255 .255.255. 0
Default gateway: 192 . 168 . 100 . 1

Obtain DNS server address automatically

O Use the following DNS server addresses:

Preferred DNS server:

Alternate DNS server:

(") validate settings upon exit Advanced. ..

oK Cancel

6. Repeat steps 2 to 5 to rename the Ethernet port connected to the robot controller (for example,
“To_robot”), and set the IP address for this Ethernet port. For example, set the IP address of
this Ethernet port to “192.168.200.10".

The IP address of the robot and that of the IPC Ethernet port connected to the robot
controller must be on the same subnet.

Set the Camera IP Address

1. Double-click @[ on the desktop of the IPC to open and run Mech-Eye Viewer.

2. Select the camera in the camera list, and hover the cursor on the camera. Click [@] to open the
Config Camera Network dialog box.

© 2023 Mech-Mind Robotics Technologies Ltd. 191



i o/

MECH MIND Vision System Tutorial

Connect

(5 ] If the camera cannot be found or connected, please refer to Camera Troubleshooting.
3. Inthe Camera area, select the Set as Static IP radio button, set IP Address Class to “Class C

192.168.x.x", IP Address to 192.168.100.20, and Subnet Mask to “255.255.255.0" and then
click [ Apply].

ENEEIENE

TAMO3216A300YF15

Local Info

Interface .
IP Address "y

Subnet Masi M

Camera

(O Setvia DHCP (® Set as Static IP

IP Address Class Class C 192.168.x.x
IP Address
Subnet Mask

Apply

The IP address of the camera and that of the IPC Ethernet port connected to the camera
must be on the same subnet.

Test the Network Connectivity

1. Press Win + R to open the Run dialog box.
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2. Type cmd in the Run dialog box, and then click [ OK].

3. Type ping XXX.XXX.XX.XX in the command prompt window and press [ Enter] to execute the
command.

Q Replace XXX XXX XX. XX with the actual IP address of the camera/robot.

If the network connectivity is normal, you should receive the following response:

Pinging XXX .XXX.XX.XX with 32 bytes of data:

Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128
Reply from XXX.XXX.XX.XX: bytes=32 time<ims TTL=128

Upgrade the Software (Optional)

The IPC purchased from Mech-Mind already has the latest version of Mech-Mind software
installed.

Please check if all software on the IPC is running with the latest version. If so, skip this section; if
not, follow the sections below to update the software to the latest versions.
+ Downloading and installing Mech-Eye SDK

+ Downloading and installing Mech-Vision, Mech-Viz and Mech-Center

Confirm That the Vision System Can Capture Images Normally

After testing the network connectivity between the IPC and the camera/robot, please confirm that
the vision system can capture images normally:

1. Place workpieces at the center of the camera’s field of view (FOV), and make sure that the
workpieces on the edge and top are all within the FOV.
2. Open and start Mech-Eye Viewer by double-clicking @3 on the desktop of the IPC.

3. Select the camera in the camera list and click [ Connect].
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4. After the camera is connected, click [ Capture once].

2D Image = Depth Map  Point Cloud

5. Make sure that the captured images meet the following standard.

o 2D image: the captured 2D image is not significantly overexposed (too white to recognize
objects) or underexposed (too dark to recognize object details).

o Depth map and point cloud: All relevant parts of the object can be recognized.

Normal Overexposed Underexposed
Image “
Point
cloud
@ If the captured images do not meet the required standard, please use Mech-Eye Viewer to
e adjust camera parameters.

Up to now, you have learned how to build the vision system.

4.2. Robot Communication Setup

In this tutorial, you will learn how to load the Master-Control program files to the ABB robot and
configure the Master-Control communication.

+ In this section, you will load the robot Master-Control program and the configuration files
to the robot system to establish the communication between the vision system and the
(,) robot, thus helping the Mech-Mind Vision System obtain control over the robot.

- « If you are using the robots of other brands, you can find instructions on setting up the
Master-Control communication configuration with the desired robot from the section
Master-Control Communication.

P https://www.youtube.com/watch?v=kPFVHWFKIYA/PLVcMd7cW2rXWbHhTQX8m2R 1r6PhX6vr
Cl (YouTube video)

Video Tutorial: Robot Interface Configuration
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Preparation

Check the Controller and RobotWare Version

1. Make sure that D652 or DSQC1030 10 board has been installed on the robot controller.

2. Confirm that the RobotWare version is 6.0 or above on the teach pendant.

Manual Guard Stop E
6700-531212 Stopped (Speed 100%)

u: HotEdit @ Backup and Restore
é Inputs and Outputs [l Calibration

& Jogging f’ Control Panel

% Program Editor [ FlexPendant Explorer
%:" Program Data El:] Lock Screen

%:: Production Window % System Info |.

@ Event Log

A Log Off Default User (D Restart
— Manual Guard Stop
=V @& 6700-531212 Stopped (Speed 100%) x
%Syst&m Info

- Name
6700-531212
- Serial no

6700-
Control module '

0 Drive modules

© Rw Add-Ins

0 Hardware devices

@ Software resources

e Controller properties

Refresh

3. Confirm that the following control modules have been installed on the teach pendant.

o 623-1 Multitasking
o 616-1 PClnterface
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0 Controller properties

° System properties
° Control module

O optons 4
e Drive modules
© RrRw Add-Ins

O Hardware devices

0 Software resources

If the preceding conditions cannot be met, the vision side cannot communicate with the robot
through the master-control mode. Please contact the vendor of your robot.

Reset the Robot System

RobotWare Base
Chinese

— Manual Guard Stop
=V G‘]& D-SHMM-324 Stopped (2 of 2) (Speed 100%) x
& System Info

- Options

888-2 PROFINET Controller/Device

603-1 Absolute Accuracy
608-1 World Zones
616-1 PC Interface
| 623-1 Multitaski

709-1 DeviceNet Master/Slave

Refresh

ROB_1

Va

oy

3

After checking the software and hardware status of the controller, reset the robot system. If you
are using a new robot, skip this section.

To reset the robot system, follow these steps:

Resetting the system will restore the factory settings. Please make sure that you have
completed the backup operation.

1. On the teach pendant, go to the home page using the menu in the upper-left corner, and then

press [ Restart].

f— Manual Guard Stop m
— @I% D-SHMM-324 Stopped (Speed 100%)
kl: HotEdit g Backup and Restore
@ Inputs and Outputs [m Calibration
é Jogging ﬁ Control Panel
c;‘ Production Window @ Event Log
% Program Editor |;| FlexPendant Explorer
%:-' Program Data (5 System Info -
A Log Off Default User (D Restart I
acku| ROB_1
B 2&::0; ]/3 -\Oa

2. Press[Advanced...].
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E V E]O Manual Guard Stop E x

I  D-SHMM-324 Stopped (Speed 100%)

@ Restart

The controller will be restarted. The state is saved
and any changed system parameter settings will be
activated after the restart.

This operation cannot be undone.

Advanced... Restart
( . ROB_1
[ 2 (@ e 25

3. Select Reset system and then press [ Next].

=V @O Manual Guard Stop x
— [aa)]

D-SHMM-324 Stopped (Speed 100%)

@ Restart

— Advanced restart

" Restart

# Reset system

' Reset RAPID

" Revert to last auto saved

 Shutdown main computer

Next Cancel

oo Joneu | 125

4. Press [Reset system].
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E V [E]D Manual Guard Stop E x

[aa) D-SHMM-324 Stopped (Speed 100%)

@ Restart

The controller will be restarted. The current system
parameter settings and RAPID programs will be
discarded, and the original system installation
settings will be used.

This operation cannot be undone.

Advanced... Reset system
u ROB_1
[E S:;‘t‘o; ][(D Restart J 1, {_-\_e
@ Resetting the system takes 1 to 2 minutes. Resetting is completed when the home page is
e displayed again on the teach pendant.

Connect the Network

1. Connect the IPC Ethernet Cable to the X6 (WAN) port on the robot controller, as shown below.
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2. Make sure that the IP address of the ABB robot and that of the IPC are in the same subnet.

Prepare the Program Files

1. On the IPC, open the Mech-Center/Robot_Server/Robot_FullControl/abb/server
on ABB folder in the installation directory of the Mech-Vision and Mech-Viz software.

2. Copy this folder to the USB flash drive, and insert it into the computer installing the
RobotStudio software.

a RobotStudio is the simulation and offline programming software for ABB robots. This
O software can be installed on the IPC or another computer. In this example, RobotStudio
- is installed on another computer.

File description:

- "MM" folder: includes the robot program modules.
- “config”: robot configuration files.
o If the D652 10 board is used on site, you should use the D652.cfg and SYS.cfg files.

o If the DSQC1030 10 board is used on site, you should use the DSQC1030.cfg and SYS.cfg
files.
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o If neither the D652 10 board nor the DSQC1030 10 board is used on site, you should use the
ElO.cfg and SYS.cfg files.

Load the Program Files to the Robot

Open RobotStudio and Connect to the Controller

Click the Controller menu of RobotStudio, and select Add Controller > Add Controller on the toolbar.
In the prompted Add Controller dialog box, select the controller, and click the [ OK ] button.

BB vome ocking  smson | convoter | mano  acans
@ % 2 OBRY N @ @ @ ] g‘ ; 7] ?sunveyarruck’mg FIEK |
Add Release  Authenticate | Restart Backup Iy Events File FlexPendant Online Signal Analyzer Jobs | Cont " j_‘ Installation Safety | Control Opera

onts | wr Outputs Transfer Monitor niine o Manager - & Colisio jance Panel  Wind
Controle Tools Conguration vin

Add Controller

Available controllers on the network:

T Ada Controter trom Device Lt

& Start Virtual Controller...
¥ Start and connect to a virual controller.

Recent Controllers
6700531212 on ‘6700631212
Status: Avaiable
Last P: 192:168.125.1

Filter

Renota Controller

Add

Refrosh | [JShov Virtual Controllers []Login a5 Local Cliont

[OJtov Bandvidth

Obtain Write Access to the Robot
1. On the toolbar, click Request Write Access to request the write access to the teach pendant.

EILIERGET A

Home Maodeling Simulation Controller RAPID Add-Ins
@
B QO 8 OBa %t @

Add Request Release  Authenticate | Restart Backup Inputs/ Events  File FlexPendant Online
Controller - | Write Access |Write Access T T Cutputs Transfer T Manitor

Access | Controller Tools

2. Inthe prompted Request for Write Access dialog box on the teach pendant, tap [ Grant].

Load the Robot Configuration Files

1. Click the Controller menu of RobotStudio, and select Load Parameters on the toolbar. Select
the configuration files to import from the USB flash drive, select the Load parameters and
replace duplicates radio button, and then click the [ Open] button.

1% 2ThPC) USB(H) > abb > serveron ABS > config v ©  Searchconfig »
fu}

SR e

W30 Objects [ pgsacrg

< uss )

< uss )

File Name,(N): ["EI0" *SYs" ~] [configuration Files (cfg) !
=

TR CB700-205k 2 B SRRy T TO0TD = WS R State ™ Tz Eeen T
8. Ske_2.80n (Station) : 10011 - otors Of state 11/05/2022 11:21:81 _Event Log
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2. In the prompted dialog boxes, click [ Confirm].

Load parameters from the selected file(s)?

If duplicate parameters are found they will be replaced.

Confirm Cancel

Loading configuration data successful.
The changes will not take effect until the controller is
restarted.

[J Do not show this dialog again Confirm

Load the Robot Program Modules

1. Click the Controller menu of RobotStudio, and select File Transfer on the toolbar. On the left
panel of the File Transfer interface, select the “MM” folder, and then click the Transfer button
to transfer this folder to the HOME directory of the robot system.

nnnnnnnnnnnnnnnnnnnnnnnnn

........

-

Controller Bxplorar (1.3 GB fres of 1.8 GB)
] [2][# (67007823702 on” 6700623102 A0 o/6 TO0-523T02/ I <l [2][®

| S Date modified  Type Size
; @ 20171723 1. R
3102 r16 we1/1/23 1. sem
. )
s 147 D mo:
) 0 modul

LEl

a

O
=

2. Click the Controller menu of RobotStudio, and select Restart on the toolbar to restart the robot
system.

Till now, you have loaded the master-control program and the configuration files to the robot.

Test Whether Master-Control Communication Can Be Established

After the robot system has been rebooted, perform the following steps to test whether the master-
control communication can be established with the robot:

Switch the Robot to Automatic Mode

1. In the robot controller, switch the robot to the automatic mode by using the switch key.
2. In the prompted dialog box on the teach pendant, tap [ Confirm].

3. Inthe robot controller, press the motor power button to power up the robot. When the robot is
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powered on, this button is solid on.

Run the Main Program

1. On the teach pendant, move the PP of tasks T_ROB1 to main, and tap [ PP to Main].

— Auto Motors On ¥

— v % D-SHMM-324 Stopped (2 of 2) (Speed 100%) x
249 production Window : <No named program> in T_ROB1/MainModule/Main
. 2 |LOCAL VAR robtarget hometarget;

3
4+ |[PROC Main()

T_ROB1 ! *** yersion 5.2 *** |

init;

o

7 |WHILE TRUE DO
8 MM Control \branch:=1;
® || ..
10 !'! customer robot program.
1 ! hometarget := CalcRobT(*, MM tool);
safe_area [12 ! MoveJ hometarget, v1000, fine, MM t

13 |[ENDWHILE

15 [ENDPROC
Load -
p PP toMain |. Debug
23 dion s

2. In the prompted dialog box, click [ Yes].

— | : !: Auto Motors On ¥
=V =y D-SHMM-324 Stopped (2 of 2) (Speed 100%)

29 Production Window : <No named program> in T_ROB1/MainModule/Main

& This command will move PP to main in ALL
T_RO tasks.

Do you want to proceed?

[ tool) ;
safe_4 e, MM t
Yes No
-~
ll,"r:gdm " PP to Main Debug
23 Yondon™ g

3. Press the run button on the right of the teach pendant.
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E v G‘]% :?;:MH-BII ::r:::go(nufz) (Speed 100%) ¥ X
£4 Production Window : <No named program> in T_ROB1/motion_control/exec_motion
I@ 112| IF MM trajectory{MM pointer}.moti
138 WaitTime 0.05;
114 RETURN ;
T_ROB1 115 ENDIF
116 next point := MM trajectory{MM po
117 MM trajectory{MM pointer}.motion_
118 MM pointer := get next pointer (MM
I@ 119 IF next point.motion_id <> 0 THEN
120 motion id header := get next
121 motion id buffer{motion id he
safe_area 122 ENDIF o o
123 IF (next point.acc <> current_acc
124 current_acc.acc := next point
125 AccSet current acc.acc, curre
II;oad PP to Main Debug
rogram...
[ e | @

Create a Mech-Viz Project

1. Open Mech-Viz, select File >» New Project.

File(F) View(V) Display(D) Tools(T) Setting Help(H)

[ New Project Ctrl+N Exec State Reconnect =" Sync Ro

« [ Open Project Ctrl+0
Recent Proj
Open Executable File in Explorer

Ctrl+5

Ctrl+5Shift+5

Close Project Ctrl+W

> Exit Ctrl+Q

2. Set Brand to "ABB’, select the robot model “ABB_IRB_1300_11_0_9" on the right panel, and then
click [ Select].
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Q
Brand | ABB

Payload (kg)

Reach (mm)

ABB_IRB_120_3 0.6
P;

IRB_1300_10_1_15
ad: 10 kg
6

3. Press Ctrl + S, create a new folder named "Viz_Carton_Picking”, select it, and then click [ Select
folder].

Save Project X
&« ~o > ThisPC > DATA (D:) > Mech-Mind ~ @) Search Mech-Mind »
Organize ~ New folder = - (2]

Name Date modified Type Size
Mech-Mind Software Suite-1.7.0-a2-dev-..  27/02/2023 19:29 File folder
models 17/05/2023 15:21 File folder
Viz_Carton_Picking 27/05/2023 16:53 File folder
~ [l This PC

> G Local Disk (C)

> = DATA (D)

Folder; Viz_Carton Picking

Select Folder Cancel

After the Mech-Viz project is saved successfully, in the Resources panel, the project name is
displayed as “Viz_Carton_Picking”.

4. Right-click the project name, and select Autoload project checkbox.

Resources x

E @ Viz_Carton_Picking 5 Open Project Folder

# Autcload Project

X Robot ABB_IRB

™ Back Up Current Project

5. For the robot motion safety, on the toolbar, set Vel. (velocity) and Acc. (acceleration) to a small
value, such as 5%.
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=7 Sync Robot ® Operator Mode Attempt Count Model Editor Vel

6. Press Ctrl + S to save the project.

Configure Master-Control Communication Settings on Mech-Center

1. Open Mech-Center, select Deployment Settings » Robot Server, and then select Enable Robot
Server checkbox.

2. Make sure that the robot model matches the real robot, set Robot IP to the IP address of the
real robot, and then click [ Save].

Deployment Settings X

se path -1.7.0-a2-dev-02-24/Mech-Center/Robot_Server/src/main.py
Robot type in Mech-Viz project: ABB_IRB_1200_5_0_9
Robot IP 0 . 0 . 0 . 0
Robot Server

RobotServer Program Folder
Mech-Interface

Cancel

Connect to the Robot

In Mech-Center, click Connect Robot | on the toolbar.

- If the robot is successfully connected, a robot icon with the robot model will be displayed in the
Service Status bar, and the corresponding message is printed in the Log panel.

- If the connection fails, please check if any of the operations so far was incorrect.
Move the Robot

1. In Mech-Viz, click Sync Robot in the toolbar to synchronize the pose of the simulated robot to
that of the real robot. Then, click Sync Robot again to disable the synchronization.

Simulate ® Keep Last Exec State Reconnect =" Sync Robot # Operator Mode

2. On the Robot tab, change the joint position of J1 slightly (for example, from 0° to 3°). The
simulated robot will move accordingly.
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L‘;Rmbmtllbrary Set soft limits

Mation of real robot

Joint positions TCP  Robot features

@ Edit JPs

Set robot home paosition Move simulated robot to home position

Workflow Robot Callisions Plan history Others Log

3. Click [ Move real robot].

L Rabot library Set soft limits

Motion of real robot

When moving the robot, please ensure the safety of personnel. In the case of an
emergency, press the emergency stop button on the teach pendant!

If you observe that the real robot moves to the pose of the simulated robot, the master-control
communication has been established successfully.

4.3. Hand-Eye Calibration

In this tutorial, you will perform the automatic hand-eye calibration in the eye-to-hand setup.

The hand-eye calibration establishes the transformation relationship between the camera
and robot reference frames (that is camera extrinsic parameters). With this relationship, the
object pose determined by the vision system can be transformed into that in the robot
reference frame, which guides the robot in performing its tasks.

P https://www.youtube.com/watch?v=u4m1Jskifk8/PLVcMd7cW2rXWbHhTQX8m2R 1r6PhX6vrC
| (YouTube video)

Video Tutorial: Hand-Eye Calibration (Master-Control)

Preparation before Calibration

In this section, you will mount the calibration board, adjust the camera parameters, and complete
the pre-calibration configuration.
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Mount the Calibration Board

0 In the eye-to-hand setup, the calibration board needs to be mounted to the robot flange
adapter.

Follow these steps:

1. Take the calibration board and flange adapter out of the system delivery package.
2. Use screws, gaskets, and nuts to fasten the flange adapter to the flange adapter.

3. Use screws, gaskets, and nuts to secure the calibration board to the flange adapter.
4.

After mounting the calibration board, move the robot to the top of the lowest workpiece in the
work area and into the camera’s field of view (FOV).

Adjust Camera Parameters

1. In Mech-Eye Viewer, connect to the camera, and then set Parameter Group to “calib”.

Visibility | Beginner

Parameter Group

calib

2. Adjust the 2D parameters to make sure that the 2D image of the calibration board is clear and
neither overexposed nor underexposed.

3. Adjust 3D parameters to make sure that the obtained point clouds of the circles on the
calibration board are complete and have clear contours. It is recommended to set the Surface
Smoothing and Outlier Removal parameters of Point Cloud Processing to Normal to reduce
point cloud fluctuation.

Normal Overexposed Underexposed
2D

image

Point
cloud

Create a Mech-Vision Project and Save It

1. Open Mech-Vision. When the welcome interface as shown below is displayed, it indicates that
Mech-Vision is started successfully.
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Welcome to Mech-Vision

Create from
Open solution Open project solution New blank solution
library

Recently used

=|7| user Manuat  (3)

2. In the Welcome interface of Mech-Vision, click [ Create from solution library] to open the
Solution Library.

Create from solution

lib New blank solution
ibrary

Open solution Open project

Solution Library is a resource library that provides typical solutions or projects (with
example data) coming from different application scenarios.

3. Select the Single-Case Cartons project from the Solution Library.

< Solution Library 2

£ Workpiece Loading @ Locating & Assembly  [S Piece Picking  £3 Quality Inspection

p-

~

Featured ‘ .

(r) If you cannot find this project in the Solution Library, click [ More ] at the bottom of the
> Solution Library interface.

4. After this project is selected, the information introducing this project will be displayed on the

lower part of the Solution Library interface. Set the solution name and path, and then click
[Create].
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< Solution Library ?

£ Workpiece Loading ) Locating & Assembly  [2] Piece Picking lity Inspection

Single-Case Cartons i Barrels

Single-Case Cartons

Solution name:

After the project is created, the created solution and project will be displayed in the project list
in the upper-left corner of the Mech-Vision main interface.

o A solution is a set of configurations and data related to robots and robot
communication, vision processing, path planning, etc. that are required for the

o machine vision application.
o A project is a workflow of vision processing in the solution. Normally, a solution only
contains one project, but it may contain more than one project in complex
application scenarios. In this tutorial, the solution only needs one project.

Project List
v EE Vis_Carton_Recognition

Tl Single_Case_Cartons

In the Graphical Programming Workspace of the main interface, the workflow of the “Single-
Case Cartons” project will be displayed.

5. On the menu bar, select File » Save Solution.
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File(F) Edit(E) View(M) Robot and Commnunication(R)

i ﬂ MNew Solution Ctrl+5hift+N

New Project Ctrl+N
I

Create from Solution Library
i Open Solution
Open Project
Open Recent...
Open Executable File In Explorer
Save Solution Ctrl+Shift+5
Save Project Ctrl+S
Save Project To JSON
Save Project As
Close Solution

Exit Ctrl+Q

L J

Pre-calibration Configuration

1. In Mech-Vision, click the [ Camera Calibration (Standard) ] button on the toolbar. The
Configuration before Calibration window will be prompted.

Vision System Tutorial

Camera(C)

2. In the Select how to calibrate window, select the New calibration radio button, and then click

the [ Next] button.
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Select how to calibrate:

Mew calibration

Load calibration parameters

Cancel

3. Inthe Select calibration task window, select Hand-eye calibration for listed robot from the
drop-down list box, and click the [ Select robot model ] button.

Select calibration task:

Hand-eye calibration for listed robot

Select robot model

4. Click the Brand dropdown box, and select “ABB”". Then, at the right panel, select model
“ABB_IRB_1300_11_0_9", click the [ Select] button, and then click the [ Next ] button.
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ABB_IRB_1300_10_1_15
]

5. In the Select camera setup window, select the Eye to hand radio button, and then click the
[ Next] button.

Select camera setup:

Eye to hand Eye in hand

Eye to eye

6. In the Calibration method and robot control window, select Automatic and Master-control,
and then click the [ Next ] button.
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Calibration method and robot control:

Automatic - Master-control

Cancel

7. Inthe Communication Settings window, set the Robot IP address parameter to the real robot's
IP address.
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Set IP address

Robot IP address

Robot integration

Robot program folder

Connect the robot

Cancel

8. On the robot teach pendant, confirm that the MM main program has been started.

9. Return to Mech-Vision, and click the [ Connect the robot ] button in the Connect the robot area.
The button will turn into Waiting for the robot to connect...

10. Wait until the “Connected” status message is displayed in the Connect the robot area, and then
click the [ Calibrate ] button. The Calibration (Eye to hand) window will be prompted.

Calibration Procedure

Connect to a Camera

1. Inthe Connect to Camera step, find the camera to connect in the Detected Cameras list, and
click the g button.

Detected cameras
Connect to camera -
Camera ID

* Mech-Eye DEEP

IP: 192.168.20.92

* Mech-Eye LSR_L
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2. After the camera is connected, click the [ Capture once] or [ Capture live ] button.

3. Inthe right Image viewer panel, ensure that the captured 2D image and depth map meet the
calibration requirements and click the [ Next] button on the bottom bar.

- If the captured image does not meet the calibration requirements, you need to open the
O Mech-Eye Viewer software to adjust the 2D and 3D exposure parameters and re-capture
- images.

Mount the Calibration Board

1. In the Mount calibration board step, select the Standard radio button and select the calibration
board model according to its model nameplate in the 1. Select calibration board type area.

2. Make sure that the calibration board has been attached to the robot flange securely, and then
click the [ Confirm] button in the 2. Mount calibration board area.

3. Confirm that the calibration board is in the center of the camera’s field of view (the red
rectangle), and then click the [ Confirm ] button in the 3. Position calibration board into red
rectangle area.

1. Select calibration board model 2

Connect to camera
Standard

Custom

Mount calibration beard

2. Mount calibration board

Confirm that the calibration board has been mounted
properly.

3. Position calibration board into red rectangle

e the calibration board is in the red rectangle
in the image on the right.

4. After all the operations related to the calibration board are completed, click the [ Next ] button
on the bottom bar.

Check Intrinsic Parameters

1. In the Check intrinsic parameters step, click the [ Start checking ] button.

Check intrinsic parameters | ?

Connect to camera
Start checking
Mo result yet.

Mount calibration board Draw an aid circle

= Calibration circle detection parameters (advanced)

Check intrinsic parameters
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2. Confirm that the camera intrinsic parameters check passes, and then click the [ Next] button
on the bottom bar.

Intrinsic parameter checking result

(r) If the camera intrinsic parameter check fails, adjust detection parameters by drawing aid
> circles or manually adjusting the calibration circle detection parameters.

Set Robot Path

1. In the Set robot path step, specify the Height span parameter. Please set this parameter
according to the working distance range of the calibration board in the camera height
direction.

1. Calibration pose height range

Connect to camera
Height span 500mm

2. 5et robot path
Mount calibration board
Path type
— Auto-ali o carners frame (9
Check intrinsic parameters Auto-align path to camera frame | 7

Auto-align the path
Pyramid
Set robot path
Height span  500mm Num of layers 5

X 400mm ¥ 400mm

X 400mm ¥ 400mm

Rotation

Rotation angle

Confirm

2. Set the Path type to ToHand, specify the pyramid parameters Height span, Num of layers,
Bottom-layer dimensions X/Y, Top-layer dimensions X/Y, and Motion grid cols and rows per
layer, specify the satellite parameter Rotation angle, and then click the [ Confirm ] button.

(5 ] The set robot path should cover the work area.

3. Inthe right Scene Viewer panel, confirm that the waypoints of the automatically generated
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motion path will not collide with obstacles in the environment, and then click the [ Next ]
button.

Collect Images and Poses

1. In the Collect images and poses step, select the Save images checkbox.

Collect calibration board images and flange poses | ?

Connect to camera

Robot status

Robot name ABE [RB_120_3 0_6
Mount calibration board ~
Stop robot Move real robot

Sync with real robot * Details

Check intrinsic parameters

Set robot path

- - Save images
5 Collect images and poses :

Auto move robot along path and capture images

Manually add more images

2. Click the [ Control robot to auto move along path and capture images ] button.

3. Read the safety window carefully and click the [ OK] button.

Calibration

ver and ensure

l.:'l_l-_'-h the E

Cancel

4. Wait until the robot finishes moving along the preset path and the camera finishes capturing
images on all waypoints. Captured images can be seen in the right Marker Image and Pose
List panel during this process.

5. After the automatic image capturing finishes, click the [ OK ] button, and then click the [ Next]
button on the bottom bar.

Calibration
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Calculate Camera Parameters

1. Inthe Calculate camera parameters window, click the [ Calculate camera extrinsic
parameters | button.

Check intrinsic parameters | ?

Connect to Camera

Check Camera Intrinsic Parameters

Currently check camera internal parameters

Mount Calibration Board Draw aid circle

~ Edit Feature Detection Parameters (Advanced)

Check Camera Intrinsic Parameters

2. In the prompted window indicating calibration success, click the [ OK] button.

3. View the calibration error of the point cloud in the right Point cloud viewer panel.

@ The error point cloud shows the deviation between the calculated value and the actual

o/ value of the circles on the calibration board.

4. Confirm that the calibration accuracy meets the project requirements.

Determine the error value with 100% to obtain the rough calibration accuracy. For example, the
calibration accuracy in the following figure is within 2.5 mm.

image fon circle info  Point cloud viewer  Scene viewer

To improve the calibration accuracy, please refer to the section Calibration Result Check and
Analysis.
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Validate and Save the Calibration Result

1. After calibration, move the robot arms into the FOV of the camera.

2. In the Calculate camera parameters step, click the [ Re-calculate camera extrinsic
parameters ] button. This operation triggers the camera to capture images.

3. Click Scene viewer to check the coincidence degree between the point cloud of the robot and
the robot model.

If the point cloud of the robot approximately coincides with the robot model, the calibration is
successful.

4. Click the [ Save] button on the bottom bar. In the prompted Save Calibration Files dialog box,
click the [ OK ] button. The camera calibration result will be automatically saved in the
“calibration” directory of the project.

4.4. Carton Locating

Before using this tutorial, you should have created a Mech-Vision solution using the “Single-Case
Cartons” case project in the “Hand-Eye Calibration” section.

In this tutorial, you will first learn about the project workflow, and then how to deploy the project by
adjusting Step parameters, to recognize the cartons’ poses and output the vision result.

P https://www.youtube.com/watch?v=A-
3KNbNCKMY/PLVcMd7cW2rXWbHhTQX8m2R1r6PhX6vrCl (YouTube video)

Video tutorial: Carton Locating

Introduction to the Project Workflow

The following table describes each Procedure in the project workflow.

No. Step/Procedure Image Description

Capture Images
from Camera

Connect to the camera and
capture images of cartons

—

<Image/Depth> <Image/Color> <Cloud(YZ)>  <Clou 9>
Camera Depth Image  Camera Colorlmage | PointCloud  Colored Point Cloud  Color Image Path
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No. Step/Procedure Image Description
Point Cloud Perform preprocessing of

Preprocessing & Get ; the cartons’ point cloud
the Mask of the R P— s and get the mask of the
Highest Layer et Umned e ot highest layer

Use deep learning
inference to segment
masks of individual cartons
Segment Masks of based on the input mask of
3 Individual Cartons : cartons on the highest
Using Deep Learning [ layer, which facilitates
obtaining the point cloud of
an individual carton based
on the corresponding mask

Recognize cartons’ poses,
LTy and verify or adjust the
Calculate Carton SIre .
recognition results based
Poses cription: Calculstion and verification of each carton's pose and dimensionsa... .. .
. on the input carton
dimensions

Transform the reference
frame of carton poses and
sort the poses of multiple
cartons by rows and
columns

5 Adjust poses

Output the cartons’ poses

6 Output for the robot to pick

Adjust Step Parameters

In this section, you will deploy the project by adjusting the parameters of each Step or Procedure.

Capture Images from Camera

The “Single-Case Cartons” case project contains virtual data. Therefore, you need to disable the
Virtual Mode and connect to the real camera in the “Capture Images from Camera” Step.

1. Select the “Capture Images from Camera” Step, disable the Virtual Mode option, and click
[ Select camera] on the Step parameters tab.
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Step Parameters
Step Name Capture Images from Camera_1

» Execution Flags

¥ Camera Settings

v Camera Type Mech-Eye
Virtual Mode
i elect camera
Camera D
Camera Calibration Parameters
Ip
Port
Timeout
Max Capture Attempts

Robot Service Mame in Mech-Center

2. In the prompted window, click g on the right of the desired camera'’s serial No. to connect the
camera. After the camera is connected, the icon i will turn into B@
Import parameters
Detected cameras
Carnera D Parameter Group
* Mech-Eye Deep
|i‘| O30 00213 & Select from 4
* Mech-Eye LSE_L
WAA3D2ZTAL Mot Connected
* Mech-Eye LSR_5

O A

VAAT0Z228A. 05 Mot Connected

* Mech-Eye Laser

WAM3D21BA Mot Connected
* Mech-Eye LaserEnhanced

WUM30224A3 07 Mot Connected
* Mech-Eye Logh

NAC20215A | Mot Connected

MAC202TT7AIN20T Mot Connected

After the camera is connected, click [ Select from ] to select the calibrated parameter group.
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Import parameters
Detected cameras
Carnera [D Parameter Group

* Mech-Eye Deep

(5] QAC3021BA3002136

* Mech-Eye L5R_L

WAAIDZZTAADIYP32 Mot Connected
* Mech-Eye LSR_S

VAATDZ224403Y D05 Mot Connected
* Mech-Eye Laser

WAM3ID21BA31 Mot Connected
* Mech-Eye LaserEnhanced

WUM30224A3 07 Mot Connected
* Mech-Eye Logi

MAC20215430 Mot Connected

MAC2021 207 Mot Connected

3. After the camera is connected and the parameter group is selected, the calibration parameter
group, IP address, and ports of the camera will be obtained automatically. Just keep the
default settings of the other parameters.

Step Parameters
Step Name Capture Images from Camera_1
p Execution Flags
¥ Camera Settings
v Camera Type Mech-Eye
Virtual Mode
PR (@) Select camera
Camera Calibration Parameters
Ip
Port

Timeout

Max Capture Attempts

Robot Service Mame in Mech-Center
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Now, you have connected the software to the camera.

Point Cloud Preprocessing & Get the Mask of the Highest Layer

To prevent the robot from colliding with other cartons while picking items from the non-highest
layer, it is necessary to use this Procedure to obtain the mask of the cartons on the highest layer.
By giving priority to picking these cartons, you can minimize the risk of collisions during the picking
process.

In this Procedure, yo need to adjust the parameter 3D ROl and Layer Height.

1. On the Step parameters tab, click the [ Set 3D ROI] button to set the 3D ROI.

The 3D ROI frame should generally include the highest and lowest regions of the carton
stack, and contain unwanted points as less as possible.

2. To avoid obtaining the cartons not on the highest layer, set the Layer Height parameter. The
parameter value should be less than the height of a single carton in the stack, for example, half
of the carton height. Usually, you just need to keep the recommended value.

If the dimensions of single cartons in different stacks are different, you should set the Layer

Height parameter according to the height of the lowest cartons.

cartons not on the highest layer, which causes the collision between the robot and other

: If the setting of the Layer Height parameter is improper, the project will obtain the
cartons during the picking process.

Segment Masks of Individual Cartons Using Deep Learning

After obtaining the mask of the cartons on the highest layer, you need to use deep learning to
segment the masks of individual cartons.

The current case project has a built-in instance segmentation model package suitable for cartons.
After running this Procedure, you will get the masks of individual cartons, as shown below.
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[[o'] 0.922

g o

. iEmE
=

If the segmentation results are not satisfactory, you can adjust the size of the 3D ROI
accordingly.

Calculate Carton Poses

After obtaining the point clouds of individual cartons, you can calculate carton poses. In addition,
you can enter the dimensions of the carton to verify the correctness of the recognition results.

In the “Calculate Carton Poses” Procedure, set the parameter Length on X-axis/Y-axis/Z-axis and
Box Dimension Error Tolerance:

- Length on X-axis/Y-axis/Z-axis: set these parameters according to the actual dimensions of
cartons.

- Box Dimension Error Tolerance: Keep the default value 30 mm. If the input carton dimensions
and the recognized ones are significantly different, you can try to adjust this parameter.

Adjust poses

To facilitate robot picking, you need to adjust the cartons’ poses to transform them from the
camera reference frame to the robot reference frame after obtaining the cartons’ poses.

In this Procedure, you can also sort the cartons’ poses by rows and columns to help the robot to
pick items in a certain sequence.

- Ascending (by Carton Pose’s X Value in Robot Base Reference Frame): Usually, keep the
default setting (selected). When this option is selected, cartons in rows will be sorted in the
ascending order of carton poses' X-coordinate values in the robot base reference frame;
otherwise, cartons in rows will be sorted in the descending order.

Ascending (by Carton Pose’s Y Value in Robot Base Reference Frame): Usually, keep the
default setting (selected). When this option is selected, cartons in rows will be sorted in the
ascending order of carton poses' X-coordinate values in the robot base reference frame;
otherwise, cartons in rows will be sorted in the descending order.

Procedure Out

After obtaining the proper carton poses, the “Procedure Out” Step sends the results of the current
project to the backend service.

So far, you have deployed the project for carton locating.
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4.5. Pick and Place

After having obtained the cartons’ poses using a Mech-Vision case project, you can then build a
workflow for the Mech-Viz project to guide the robot to pick and place cartons repeatedly.

P https://www.youtube.com/watch?v=pL4ZbeoDF8A/PLVcMd7cW2rXWbHhTQX8m2R 1r6PhX6vr
Cl (YouTube video)

Video Tutorial: Pick and Place

The following figure shows the process of building a project.

Configure the Robot and Scene

To avoid collision with surrounding objects during robot picking and placing, you need to add the
tool model, and scene model to the project for collision detection. The process is shown in the
figure below.

Import and Configure the Tool Model

+ Tool refers to the device mounted on the robot end that performs processing/picking

0 jobs.

+ In this tutorial, the tool is a gripper containing an array of suction cups.

The end tool should be imported and configured so that its model can be displayed in the 3D
simulation space and used for collision detection.

Import the Tool Model

1. Click [+] in Resources » Model Library.
B ® Model library
B DAE

M OBJ

=y
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Project resources refer to various fundamental resources used in the project, including
the robot, tools, workobjects, and scene objects.

2. In the prompted window, select the collision model file in .obj format, and then click [ Open].

Import 3D Models
&« v o <« model_library > OBJ v ] Search OBJ P

Organize * New folder
Screenshots Name Date modified Type Size
Japanese @] Suction cup.obj 28/05/2023 17:12 3D Object

images

Mech-Mind

~ [ This PC
> am Local Disk (C)

== DATA (D:)

| Network
3D Models (*DAE *OBJ *STL)

Open Cancel

File name: |gripper

3. After the model is imported, you can see the imported model in the model library.

B M Model library

& DAE
B & OBJ
= Suction cup.obj

= sTL

Configure the Tool

1. Click [+] in Resources > Tools.

% Scene object frame

M Tools

B @ Workobjects

e Default
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2. In the prompted window, enter the tool name, select the imported tool model as the collision
model and visualization model, and then click [ OK ].

Tool name | TCP
Tool type = Regular tool
ision model | Suction cup.obj
Visualization model | Suction cup.obj

Rotational symmetry N-fold Circular

Update TCP from robot TCP calibration

Pose tool = (@) Edit pose

0.000mm
0.000mm
0.000rmm
Euler angles Quaternion Rotation =
ABB: Z-»
Z(D) ey
¥ (EY) 0.00°

X (EX) 0.00°

3. After the tool is configured, you can view the configured tool in the 3D simulation space, as
shown below.
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Adjust the Tool

As shown above, the position of the Tool Center Point (TCP) in relation to the robot is obviously
wrong. So, you should adjust the position of the TCP so that it is at the tip of the tool.

1. Double-click the tool model in the model library.
B ® Tools
& 0.T1cp

B # Workobjects

2. In the prompted window, adjust the TCP (Tool Center Point).

Rotation = uler angles Qu ion Rotation ~

The TCP is usually on the tip of the tool. In this tutorial, the TCP in the center points of the
suction cups.

3. The tool's poses before and after the adjustment are shown below.
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T —y ‘.)3 -‘-LT

sl

Import and Configure the Scene Model

Scene objects are imported and configured to make the scene in the software closer to the real
scenario, which facilitates the planning of the collision-free robot motion path.

Import the Scene Model

1. Click [+]in Resources » Model Library.

B ® Model library

4 DAE

B & OBJ

2. In the prompted window, select the scene object model file, and then click [ Open .

Import 3D Models X
&« ~ <« model_library » STL v @] Search STL P
Organize = New folder =~- o

~
Screenshots Name Date modified Type Size
Japanese @ SceneSTL 28/05/2023 17:13 STL File 64 407
images
Mech-Mind
~ [l This PC

> e Local Disk (C)

> wm DATA (D)

> 3 Network

File name: |scene object model STL V‘ 3D Models (*DAE *OBJ *5TL)

3. After the model is imported, you can see the imported model in the model library.
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B ® Model library

& DAE
B & OBl
B Suction cup.obj
B 8 st
H SceneSTL

Configure the Scene Model

1. Click [+] in Resources » Scene Objects.

Floor

#& Scene objects

B ® Model library

Vision System Tutorial

2. In the prompted window, enter the object name, select “Custom model” as the “Scene model’,
select the imported scene object model as the collision model and visualization model, and

then click [ OK].
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Object Settings  Object Pose

Object narme
Scene

Scene model
Custormn muodel

Collision Model

*  |nwvolve in collision detection

+ PModel selectable

3. After configuration, the scene object is displayed in the 3D simulation space.

To view the scene model better, you can hide the floor.

O
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£} Default

Floor

objects

After configuring the models, click [ Sync Robot] on the toolbar to keep the simulated robot’s pose
consistent with that of the real robot.

Build a Workflow

Now that you have configured the models, you can start creating a workflow. Drag a step from the
step library to the graphical programming workspace, set the parameters of the Steps, and
connect Steps to achieve preset program functions.

+ The workflow refers to the robot motion control program created in Mech-Viz in the form

o of a flowchart.

- A Step refers to a function module of robot programming.

Introduction to the Project Workflow

The built workflow is shown below.

— P Move to initial pose

Trigger image captunng and
vision processing

Move to approach waypoint
of picking

Pick carton

Move to departure waypoint
of picking

Move to approach waypoint
of placing
e Place workpiece n—b O —
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Move to “Initial Pose”

The initial pose is the initial point of the robot motion, and it also should be a safe position. At this
pose, the robot should be away from the objects to pick and the surrounding devices, and should
not block the camera’s FOV.

After the robot arrives at the self-defined home position, select Fixed-Point Move in the Step
Library, and drag it to the graphical programming workspace, rename it as “initial pose”. Then click
[ Sync Robot] on the toolbar to record the current pose of the robot for this Step.

P Move-Type Step Common Parameters

S P Held Workobjec...
\initial pose/ s
¥ Smart Obstacle Avoidance

Obstacle Av...  Disabled

Trigger Image Capturing and Vision Processing

Step Vision Look
Description Start the Mech-Vision project to obtain the vision recognition result.
: Find the “Vision Look” Step in the Step Library, and drag it to the graphical
Operation .
programming workspace.
g:trﬁ%ester Select Single_Case_Cartons from the Vision Service Name drop-down list.
Image Vision Mame Single_Case_Cartons

After the "Vision Look” Step, add the Check Look Step to check whether there is any vision result.

Step Check Look
Description Check whether there is any vision result.
0 . Find the “Check Look” Step in the Step Library, and drag it to the graphical
peration .
programming workspace.
Parameter .
Settings Keep the default parameter settings.

Move the Robot to the Approach Waypoint of Picking

When picking cartons, if the robot directly moves from the initial pose to the picking waypoint,
collision with the cartons may occur. After obtaining the vision recognition result, you can then use
the Relative Move step to move the robot to the approach waypoint.

Step Relative Move
Description The robot moves according to the vision recognition result.

Find the "Relative Move” Step in the Step Library, drag it to the graphical

Operation programming workspace, and rename it as “Approach waypoint 1",
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Parameter
Settings

Image

Pick the Carton

Vision System Tutorial

Set Relative Move Dependency to Next waypoint; set Waypoint type to Tool, and
set the Z coordinate to a proper value, such as -300mm.

Relative Move Dependency

Mext waypoint

Coordinates

0.000mm
0.000mm

-300.000mm

After the robot has arrived at the approach waypoint, you can control the robot to pick cartons. The
picking process can be divided into two steps.

1. Step 1: Use the Vision Move Step to control the robot to arrive at the picking waypoint.

2. Step 2: Use the Set DO Step to control the robot to pick the carton using the suction cups.

See the following for details.

Step

Description
Operation

Parameter
Settings

Image

Step

Description

Operation

Parameter
Settings

Image

Vision Move
The robot moves according to the vision recognition result.

Find the “Vision Move” Step in the Step Library, and drag it to the graphical
programming workspace.

Select Single_Case_Cartons from the Vision Service Name drop-down list.

Vision Mame

Single_Case_Cartons

Set DO
Control the suction cups to pick the carton.

Find the “Set DO” Step in the Step Library, drag it to the graphical programming
workspace, and rename it as “Trigger Suction Cup”.

Set the Digital Out Value and DO Port parameters to 1. These parameter values
are reference only. Please determine them according to actual on-site
requirements.

Digital Out Yalue

DO Port

To ensure that the robot can pick the carton securely, add the Wait Step.
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Step Wait
Description To avoid the failures to pick cartons.
) Find the "Wait” Step in the Step Library, drag it to the graphical programming
Operation . P ) T
workspace, and rename it as “Wait for firm gripping”.
Parameter Set the Wait Time parameter to 1000ms.
Settings
Image Wait Time 1000 ms

Move the Robot to the Departure Waypoint of Picking

After the robot picks the carton, you need to use the Relative Move Step to move the robot to the
departure waypoint to avoid the collision between the carton and the scene objects.

Step Relative Move
Description The robot moves according to the vision recognition result.
Operation Find the “Relative Move” Step in the Step Library, drag it to the graphical

programming workspace, and rename it as “Departure waypoint”.

Set Relative Move Dependency to Next waypoint; set Waypoint type to Tool, and

g:trta”r;nester set the Z coordinate to a value larger than the height of the cartons. For example,
9 if the carton height is 500 mm, set the Z coordinate to -600 mm.
Relative Mowve Dependency Mext waypoint
Coordinates
Image A | 0.000mm

0.000mm

-300.000mm

Lock X Lock Y Lock

Move the Robot to a Transition Waypoint

To avoid collision, you can add transition waypoints using the Fixed-Point Move Step after the
departure waypoint to optimize the picking and placing path.

Step Fixed-Point Move

Description Optimize the robot picking and placing path

Find the “Fixed-Point Move” Step in the Step Library, drag it to the graphical

Operation programming workspace, and rename it as “Transition waypoint”.
Parameter .
Settings Set Waypoint type to JPs and set the JPs values.
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Waypoint type

TCP : Workobject pose

Image

Move the Robot to the Approach Waypoint of Placing

Before the robot places the carton, you need to use the Relative Move Step to move the robot to
the approach waypoint for placing to avoid collision between the carton and the scene object.

Step Relative Move
Description The robot moves according to the vision recognition result.
. Find the "Relative Move” Step in the Step Library, drag it to the graphical
Operation ) . P A
programming workspace, and rename it as “Approach waypoint 2",
Parameter Set Relative Move Dependency to Next waypoint; set Waypoint type to Tool, and
Settings set the Z coordinate to a proper value, such as -200 mm.
Relative Move Dependency Mext waypoint
Coordinates
Ima ge X 0.000mm

0.000mm

Lock X Lock ¥ Lock £

Place the Carton

After the robot arrives at the approach waypoint for placing, you can control the robot to place
cartons. The picking process can be divided into two steps.

1. Step 1: Use the Fixed-Point Move Step to control the robot to arrive at the placing waypoint.
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2. Step 2: Use the Set DO Step to control the robot to release the suction cups to place the

carton.

See the following for details.

Step

Description
Operation

Parameter
Settings

Image

Step

Description

Operation

Parameter
Settings

Image

Fixed-Point Move

Control the robot to arrive at the placing waypoint.

Find the “Fixed-Point Move” Step in the Step Library, drag it to the graphical
programming workspace, and rename it as “Placing waypoint”.

Set a suitable TCP as the placing waypoint.

@ Edit pose

Posetool ~

1800.000mm

520.000mm

Set DO

Release the suction cups to place the carton.

Vision System Tutorial

Find the “Set DO" Step in the Step Library, drag it to the graphical programming

workspace, and rename it as “Release suction cup”.

Set the Digital Out Value parameter to 0 and the DO Port parameter to 1. These
parameter values are reference only. Please determine them according to actual

on-site requirements.

Digital Out Value

DO Port

Since it takes time for the suction cup to release, you need to add the Wait Step to avoid the failure
of placing the carton by the robot.

Step

Description
Operation

Parameter
Settings

Image

Wait

Avoid the failure of placing the carton by the robot.

Find the “Wait” Step in the Step Library, drag it to the graphical programming

workspace, and rename it as “Wait for release”.

Set the Wait Time parameter to 1000ms.

1000 ms

Wait Time
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Connect Steps

After the preceding Steps are added, connect them one by one. To control the robot to pick and
place cartons repeatedly, you need to connect the exit port of “Placing Wait” to the entry port of

“Initial Pose”.

Simulate and Run the Project

1. After all the Steps are connected properly, click the [ Simulate ] button on the toolbar to
simulate the Mech-Viz project.

Simulate

2. If the project runs as expected in simulation, click the [ Run] button on the Mech-Viz toolbar to
run the project with the real robot.

Simulate ®  Keep Last

Resources x

It is recommended that the robot should move at a low speed and that you pay attention to
é the robot motion trajectory. In an emergency, press the emergency stop key on the teach
pendant.
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